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1. Reason for Change
The data storage architecture for structured data fundamentally changed in the latest version of TS 23.501 v1.1. The SDSF NF was replaced by the UDR one. The latest provides storage services to the NEF, PCF and UDM. An HTTP based solution is also added.
2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.891 v0.3.0.

* * * First Change * * * *
[bookmark: _Toc483324259]6.10	Structured Data Storage Function Procedures and Services
[bookmark: _Toc483324260]6.10.1	Requirements
The below extract of TS 23.501 described the data storage architecture for structured data.
As depicted in Figure 6.10.1-1, the 5G system architecture allows the UDM, PCF and NEF to store data in the UDR, including subscription data and policy data by UDM and PCF, and location data and application data (including Packet Flow Descriptions (PFDs) for application detection, application request information for multiple UEs) by the NEF. UDR can be deployed in each PLMN and it can serve different functions as follows:
-	UDR accessed by the NEF belongs to the same PLMN where the NEF is located.
-	UDR accessed by the UDM FE belongs to the same PLMN where the UDM FE is located if UDM supports a split architecture.
-	UDR accessed by the PCF belongs to the same PLMN where the PCF is located.
NOTE 2:	The UDR deployed in each PLMN can store application data for roaming subscribers.


Figure 6.10.1-1: Data storage architecture for structured data
NOTE 3:	There can be multiple UDRs deployed in the network, each of which can serve different kinds of NFs and store data for them, e.g. separate UDRs can be deployed to serve UDM FE, PCF and NEF respectively.
The Nudr interface is defined for the network functions, such as UDM FE, PCF and NEF, to read, update (including add, modify), delete, subscribe to notification of data changes and notify the data changes from the UDR. The following application data in the UDR shall be standardized:
-	Packet Flow Descriptions (PFDs) for application detection.
-	Application request information for multiple UEs (as defined in clause 5.6.7).
-	Structured data for exposure.
NOTE 4:	The structure of subscription data, authentication data and policy data stored in the UDR is not to be standardized.
Furthermore, UDR supports the following functionality:
-	Storage and retrieval of subscription data by the UDM FE.
-	Storage and retrieval of policy data by the PCF.
-	Storage and retrieval of information as structured data, such as location data and application data (including Packet Flow Descriptions (PFDs) for application detection, application request information for multiple UEs), by the NEF.
NOTE 1:	Deployments can choose to collocate UDR with other NFs (e.g. UDSF).
As depicted in Figure 6.10.1-1, the 5G system architecture allows the NEF to manage structured data in the SDSF intended for network external and network internal exposure by the NEF. SDSF belongs to the same PLMN where the NEF is located.


Figure 6.10.1-1: Data storage architecture for structured data from the NEF
NOTE 1: 	structured data does not mean the SDSF shall be aware of it but rather that it needs to be specified by 3GPP CT4. As the data stored by the NEF is exposed internally or externally, its structure needs to be defined allowing interoperability between NFs and external applications.
Data management requirements:
Same as the UDSF.
Performance requirements:
Same as the UDSF.
Multiple logical storage spaces:
Same as the UDSF.
SDSFUDR sharing:
The SDSFUDR is only intended to be used by the NEF. There is no service-based interface defined for the one between the NEF and the SDSFcan be shared by the NEF, the PCF and the UDM.
Editor's note:	this requirement may be revised when stage 2 specification is finalized.
Collocation with USDSF and UDR:
SDSFUDR can be collocated with UDSF and/or with UDR.
Load and overload requirement:
Same as for the UDSF.
Multiple data consistency levels:
Same as UDSF.
Security requirements:
Transport of messages between the NEF, UDM, PCF and SDSF UDR can be protected. Client applications should be authenticated.
Editor's note: the exact level of protection (encryption and/or integrity protection) is FFS.
Data structure requirements:
The structure of the following data shall be defined in the SDSFUDR.
-	Packet Flow Descriptions (PFDs) for application detection.
-	Application request information for multiple UEs (as defined in clause 5.6.7).
-	Structured data for exposure.
Editor's note:	this requirement needs to be clarified.
[bookmark: _Toc483324261]6.10.2	Solution and Protocol Selection
[bookmark: _Toc483324262]6.10.2.1	Solution 1 – Reuse of the Ud interface
[bookmark: _Toc483324263]6.10.2.1.1	Solution Description
The solution 1 reuses the protocol defined in 3GPP TS 29.335 [12] based on LDAP for data management messages and SOAP for notification and subscription management. 
LDAP is an extensible protocol. Load and overload management and consistency level can be supported by defining new LDAP attributes and passing them in existing commands and response codes.
[bookmark: _Toc483324264]6.10.2.1.2	Evaluation
Pros:
-	The solution requires minimal work to the existing specification.
-	It supports most of the requirements.
-	LDAP is well adapted for storing structured data. 
-	LDAP is an extensible protocol.
Cons:
-	No load and overload management solution is specified in 3GPP TS 29.335 [12].
-	SOAP is heavier than required.
-	The capability to select the consistency level is not specified in 3GPP TS 29.335 [12]supported.
Editor's note:	the support of the consistency level selection over LDAP needs to be clarified.
[bookmark: _Toc483324265]6.10.2.2	Solution 2 – New Diameter application for data management
[bookmark: _Toc483324266]6.10.2.2.1	Solution Description
The solution 2 relies on a new stateless Diameter application as described in subclause 6.9.2.2.
In addition, CT4 shall define the structure of the data carried in the Value AVP in the same manner 3GPP CT4 defined the structure of the User-Data AVP of the Sh. It is proposed to use JavaScript Object Notation (JSON). It is an open and text-based data exchange format. Its syntax allows structuring the data while being flexible, "self-describing" and easy to understand.
JSON data is written as name/value pairs where values can take one of the data types below:
-	A string;
-	A number;
-	An object (JSON object);
-	An array;
-	A Boolean;
-	Null.
Editor's note:	other data formats than JSON are FFS.
Editor's note:	whether advanced querying capabilities are required by the SDSFUDR is FFS.
[bookmark: _Toc483324267]6.10.2.2.2	Evaluation
Pros:
-	Diameter is transported over SCTP that ensures in-sequence transport of messages. Multi-homing and redundant paths ensure resilience and reliability;
-	SCTP doesn’t suffer HOL blocking;
-	Diameter is lightweight and provides high real time performances;
-	The application is stateless. Hence it fulfils the stateless principle of the REST architecture;
-	It is possible to design a very simple Diameter application fulfilling all requirements;
-	Lots of operating system now supports SCTP API;
-	JSON format allows structuring the data in a simple, human readable, flexible and effective way;
-	JSON is lightweight for structured format.
Cons:
-	Diameter is not a native protocol to access core database;
-	Lack of Diameter API support by operating systems.
6.10.2.2	Solution 3 – REST compliant HTTP based solution for managing data in UDSF
6.10.2.2.1	Solution Description
The solution 3 relies on the HTTP based solution as described in subclause 6.9.2.3.
JSON schema used by the OpenAPI specification allows structuring the data as desired.
6.10.2.2.2	Evaluation
Pros:
-	HTTP allows defining RESTful API;
-	The solution is aligned with the HTTP based SBA protocol solution 2;
-	QUIC transport protocol solves the HOL blocking issue at transport level like SCTP with embedded security features and fast connection setup.
Cons:
-	HOL blocking if the transport protocol is TCP;
-	No native support of bi-directional communication needed for notification;
	Low real time performance.

* * * End of Changes * * * *
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