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1. Introduction
CT4 is analyzing restoration procedures for CUPS
2. Reason for Change
For the different error scenarios, some open issues are covered by Editor's notes. 
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.844 1.0.0.
* * * First Change * * * *

5.1 
Introduction

The following subclauses analyse the Control plane and User plane node failure with and without restart for separated SGW, PGW and TDF.

The following subclauses also analyse the Control plane and User plane node partial failure for separated SGW and PGW.

* * * Next Change * * * *

5.8.2
Solution 1 - Based on the timestamp of the restart 

Across PFCP based interfaces a SGW-C, SGW-U, PGW-C, PGW-U, TDF-C, TDF-U, Combined SGW/PGW-C and Combined SGW/PGW-U, utilize either Sx node related messages containing the Recovery Information Element to detect and handle a restart.

A PFCP entity shall maintain the Recovery Information for its own and for each peer with which the entity is in contact. 

After a PFCP entity has restarted, it shall set the Recovery Information for its own with the current UTC time and shall clear any Recovery Information for all its remote peers. 

A PFCP entity may probe the liveliness of each peer with which it is in contact by sending an Sx node related message or an Sx session related message. 
Editor's Note: It is FFS whether the Recovery Information is associated to the Source IP address or Node ID. 

A PFCP entity that receives a Recovery Information Element in an Sx node related message or an Sx session related message from a peer, shall compare the received remote Recovery Information value with the previous Recovery Information value stored for that peer entity: 

-
If no previous value was stored, the Recovery Information value received shall be stored for the peer.

-
If the value of a Recovery Information previously stored for a peer is smaller than the Recovery Information value received in the Sx node related message or Sx session related message, this indicates that the entity that sent the Sx node related message or Sx session related message has restarted. The received new Recovery Information value shall be stored by the receiving entity, replacing the value previously stored for the peer. The Sx node related message or Sx session related message shall be handled.

-
If the value of a Recovery Information previously stored for a peer is larger than the Recovery Information value received in the Sx node related message or Sx session related message, this indicates a possible race condition (newer message arriving before the older one). The received Sx node related message or Sx session related messages, and new Recovery Information value shall be discarded and an error may be logged.

* * * Next Change * * * *

5.11.2
Solution 1: storing FQ-CSID of user plane nodes in the control plane nodes

5.11.2.1
 Solution Description
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Figure 5.11.2.1-1: Re-establish affected Sx sessions after the SGW-U partial failure
1)
When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers. An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure. To be able to handle the SGW-U partial failure, the SGW-C shall store the SGW-U FQ-CSID as indicated in the step 3.

The FQ-CSID allocated by a SGW-U or a PGW-U is not populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes.

2)
When an SGW-U detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the SGW-U shall perform the following. The SGW-U may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

3)
Step a, the SGW-U sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected SGW-C, the SGW-C shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message and mark all the retrieved Sx Sessions to be restored.

As a response, the SGW-C shall send an Sx Session Set Deletion Response message to the SGW-U.

4)
Step b, the SGW-C sends a Sx Session Establishment request message to re-establish all marked Sx sessions per Sx session. 

As a response, the SGW-U shall send a Sx Session Establishment Response message to the SGW-C for each Sx Session.

Before the affected Sx session is re-established, the received user plane packets will be dropped unless default PDR(s) for handling of unmatched user plane packets is assigned. If the affected Sx session cannot be re-established successfully, the corresponding PDN connection may be re-established.

5.11.2.2
 Evaluation and conclusion

Pros:
-
Reduce possibility to send massive user plane data to the SGW-C as many Sx sessions are affected by the partial failure of the SGW-U if default PDRs for handling of unmatched user plane packets are assigned.

Cons:
-
The SGW-C is required to store the FQ-CSID allocated by the SGW-U to handle the possible partial failure on the user plane node. 
5.12 
Solutions for PGW-U partial failure
5.12.1
Introduction

This section describes solutions for PGW-U partial failure.

5.12.2
Solution 1: storing FQ-CSID of user plane nodes in the control plane nodes

5.12.2.1
Solution Description
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Figure 5.12.2.1-1: Re-establish affected Sx sessions after the PGW-U partial failure
1)
When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers. An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure. To be able to handle the PGW-U partial failure, the PGW-C shall store the PGW-U FQ-CSID as indicated in the step 6.

The FQ-CSID allocated by a SGW-U or a PGW-U is not populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes.

2)
When a PGW-U detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the PGW-U shall perform the following. The PGW-U may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

3)
Step a, the PGW-U sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected PGW-C, the PGW-C shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message and mark all these Sx sessions to be restored.

As a response, the PGW-C shall send an Sx Session Set Deletion Response message to the PGW-U.

4)
Step b, the PGW-C sends a Sx Session Establishment request message to re-establish all marked Sx sessions per Sx session to the PGW-U. 

As a response, the PGW-U shall send a Sx Session Establishment Response message to the PGW-C for each Sx Session.

Before the affected Sx session is re-established, the received user plane packets will be dropped unless default PDR(s) for handling of unmatched user plane packets is assigned. If the affected Sx session cannot be re-established successfully, the corresponding PDN connection may be re-established. 

5.12.2.2
 Evaluation and conclusion

Pros:
-
Reduce possibility to send massive user plane data to the PGW-C as many Sx sessions are affected by the partial failure of the PGW-U if default PDR(s) for handling of unmatched user plane packets are assigned.

Cons:
-
The PGW-C is required to store the FQ-CSID allocated by the PGW-U to handle the possible partial failure on the user plane node.
* * * End of Changes * * * *
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