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1. Introduction
Subclause 7 of 3GPP TR 29.844 provides the justifications to support overload control over the Sx reference point and documents one solution reusing similar principles as GTP-C overload control at node level over the GTP-C interfaces. 
2. Reason for Change
It is proposed to conclude to support overload control over the Sxa, Sxb and Sxc reference points as proposed in the Solution 1 of subclause 7.2, i.e. UP function reporting its overload to CP function at node level (as per GTP-C overload control principles).
3. Proposal

It is proposed to agree the following changes to 3GPP TS 29.844 v0.3.0.
* * * First Change * * * *

7
Overload control

7.1 
Introduction

The following subclauses analyse overload in the UP and the information needed to be sent to the CP so that CP nodes can perform overload status calculation and signal overload information on the control plane.

A UP entity can be controlled by one or more CP entities. In normal conditions, requests sent by a CP entity can be processed by the receiving UP entity which can send back a message indicating the result of the request (success/failure). 
Overload situations in a UP entity occur when the number of incoming requests exceeds the maximum request throughput supported by the receiving UP entity, e.g. when the internal available resources of the UP entity, such as processing power or memory, are not sufficient to serve the number of incoming requests. As a consequence of the overload situation, the receiving UP entity cannot successfully process the exceeding proportion of requests. These requests can be either simply dropped or extremely delayed in the processing. At best, the UP entity may have enough internal resources to send back to the request initiator a message indicating that the requests cannot be successfully processed. Whatever the behaviour of the overloaded UP entities, the rate of successfully processed requests and consequently the overall performances of the network decrease.
When a UP entity experiences overload (or severe overload) the number of unacknowledged Sx messages compounds exponentially and can lead to a node congestion or even collapse. An overload or failure of a node can lead to an increase of the load on the other nodes in the network and, in the worst case, turn into a complete network issue via a snowball effect.Reasons for these temporary overload cases can be many and various in an operational network, such as insufficient internal resource capacity of a UP entity faced with a sudden burst of requests, e.g. after network failure/restart procedures affecting a large number of users, deficiency of a UP entity component leading to a drastic reduction of the overall performances of the UP entity.

Overload control enables a UP entity becoming or being overloaded to gracefully reduce its incoming signalling load by instructing its CP peers to reduce sending traffic according to its available signalling capacity to successfully process the traffic. A UP entity is in overload when it operates over its signalling capacity which results in diminished performance (including impacts to handling of incoming and outgoing traffic).
7.2 
Solution 1 – UP function reporting its overload to CP function at node level (as per GTP-C overload control principles)

This solution proposes to apply over Sx the same principles as defined for GTP-C overload control at node level: 

a)
Overload control is an optional feature;

b)
a UP entity may signal its overload to its controling CP entities by including Overload Control Information in Sx signalling which provides guidance to the receiving CP entity to decide actions which lead to signalling traffic mitigation towards the sender of the information; 

c)
the overload control feature should continue to allow for preferential treatment of priority users (eMPS) and emergency services;

d)
the Overload Control Information is piggybacked in Sx request or response messages such that the exchange of the Overload Control Information does not trigger extra signalling;
NOTE:
The inclusion of Overload Control Information in existing messages means that the frequency increases as the signalling load increases, thus allowing faster feedback and better regulation.
e)
the computation and transfer of the Overload Control Information shall not add significant additional load to the UP entity itself and to its corresponding CP entities. The calculation of Overload Control Information should not severely impact the resource utilization of the UP entity, especially considering the overload situation;

f)
An Overload Control Information (LCI) IE is specified in Sx session related messages sent by the UP function, with an Overload Control Sequence Number, Period of Validity and Overload Metric, as defined for GTP-C overload control at node level.


7.3 
Evaluation and conclusion


The solution 1 described in subclause 7.2 enables a UP entity becoming or being overloaded to gracefully reduce its incoming signalling load by instructing its CP peers to reduce sending traffic according to its available signalling capacity to successfully process the traffic. The solution reuses the same principles as already adopted for several GTP-C interfaces. 
It is agreed to specify this solution over the Sxa, Sxb and Sxc reference points.
* * * End of Changes * * * *

