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1. Reason for Change
CT4 is studying the restoration scenarios with CUPS.
2. Conclusions

This contribution proposes several updates to the solutions documented in the TR.
Main proposed changes:

1.
Add the option for the SGW-C and PGW-C to start restoring prioritary Sx sessions (e.g. emergency, eMPS or IMS sessions) after the SGW-U and PGW-U restart, without having to wait for user plane packets for these sessions.

2.
Align the principles specified for the case of SGW-U/PGW-U failure without restart on those specified for SGW-U/PGW-U failure with restart, so as to restore sessions when user plane packets are received and pace the restoration of the Sx sessions. 

3.
Specific considerations are required for session restorations in a PGW-U when IP addresses are assigned in external PDNs or overlapping between different PDNs. 

4. Complete the evaluation of the solutions.

5. Add few more editor's notes of aspects requiring further considerations.

3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.844 v0.1.0.
* * * First Change * * * *
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5.3.2
SGW-U Failure With Restart

5.3.2.1
SGW-U Failure With Restart – Solution #1: SGW-C Recreating the User Plane Sessions in Restarted SGW-U on Reactive Basis 

5.3.2.1.1
Solution Description

When the SGW-C detects the failure of an SGW-U with a restart, the SGW-C shall wait for the restarted SGW-U to notify the SGW-C when it receives downlink or uplink GTP-U packets for which it does not have a session. 
Editor's note:
it is FFS how the SGW-U is configured to support this behaviour, e.g. whether the SGW-U is preconfigured with a PDR matching any incoming traffic, with the lowest precedence and with a FAR to forward the packets to the SGW-C, or e.g. if the SGW-C would establish an Sx session after the SGW-U restart for this purpose.
Alternatively, the SGW-C may also start restoring prioritary sessions in the SGW-U after the SGW-U restart, while also restoring other sessions upon receipt of User Plane packets from the SGW-U.
The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted SGW-U:
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Figure 5.3.2.1.1-1: Session Restoration after SGW-U Failure with Restart

1) The restarted SGW-U receives an uplink or downlink GTP-U packet on the S1-U or the S5-U interface for which the SGW-U does not have a session. It is expected that a restarted SGW-U takes the same end point addresses on both S5 and S1 interfaces as it had before the failure.

2) If the SGW-U knows that the SGW-C supports buffering, then the SGW-U shall forward the packet to the SGW-C in an encapsulated tunnel. The outer encapsulation shall identify that the packet is sent to the SGW-C due to a missing session at the SGW-U. The inner payload shall be exactly same as the packet received in step 1. The SGW-C shall use the identifiers (GTP-U TEID) in the inner payload to identify the bearer context for which session re-creation at SGW-U is needed. If the SGW-U knows that the SGW-C does not support buffering and if the SGW-U supports buffering, then the SGW-U shall forward only the header of the received packet, inside the encapsulated tunnel for the SGW-C to use the header information to identify the session that needs to be restored on the SGW-U.

NOTE 1:
If the SGW-U is connected to multiple SGW-C, then the SGW-C responsible shall be identified by using the GTP-U FTEID pool to which the destination TEID of the incoming packet belongs.

 NOTE 2:
It is assumed that when multiple SGW-C interfaces with a SGW-U there is some logical partitioning of TEID space each SGW-C is responsible for allocating, if the TEID allocation function is in the SGW-C.

NOTE 3:
Whether the SGW-U forwards only the first packet or all the packets until session restoration to the SGW-C is based on the SGW-U's knowledge of SGW-C's buffering capability.

3) If the SGW-C supports buffering, then the SGW-C shall buffer the packet until the session is re-created at the SGW-U.

4) The SGW-C shall recreate the Sx session at the SGW-U by using the Sx Session Establishment Request

Editor's note:
how to address the case where the Sx session cannot be recreated is FFS.
5) Once the SGW-U accepts the session creation and if the SGW-C has buffered the packet, then the SGW-C shall forward the buffered packet to the SGW-U. The forwarded packet will be exactly same as how the packet was received by the SGW-U in step 1.

6) The SGW-U, having the Sx session re-established, shall forward the received GTP-U packet to the peer GTPU entity.

If the SGW-U had failed without a restart and if another SGW-U can be configured with the same GTP-U end point addresses as the failed SGW-U, then the above solution can be used for a SGW-U failure without restart as well.

If multiple SGW-C's connect to a SGW-U, then this solution requires that the user plane FTEID pool be partitioned across the multiple SGW-C's even when the FTEID allocation by user plane is used.

5.3.2.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S11 / S5 interfaces and GTP-C protocol.

-
Session recreation is naturally paced as and when uplink or downlink packets arrive at the SGW-U for missing sessions. There is no mass re-creation of all sessions. This avoids congestion during restoration.

-
SGW-U needs to support handling error scenarios like missing sessions. This solution can be adopted for handling GTPU errors like missing sessions as well, and avoid SGW-U generating GTP-U error indications.

Cons:
-
If the buffering is done at the SGW-C, then there is a short duration during which SGW-C has to buffer the packet.
-
may cause a lot of user plane packets to be forwarded to the SGW-C if the SGW-U forwards to the SGW-C all the incoming packets without any existing session (e.g. for all the on-going VoLTE sessions). SGW-C receives user plane packets until all sessions are restored.
-
the solution requires F-TEID partitioning (among the SGW-Cs controlling the SGW-U) when F-TEID is allocated by the SGW-U.
-
the solution requires the F-TEID partitioning (among the SGW-Cs controlling the SGW-U) to be known by the SGW-U (be the F-TEID allocated by the SGW-C or SGW-U).
-
may result in delaying the restoration of prioritary Sx sessions (e.g. emergency PDN connections, eMPS or IMS sessions) until incoming packets are received for that session (if the solution does not support the option for the SGW-C to start restoring prioritary sessions after the SGW-U restart).
* * * Next Change * * * *

5.3.3
SGW-U Failure Without Restart

5.3.3.1
SGW-U Failure Without Restart – Solution #1: SGW-C Recreating the User Plane Sessions in a New SGW-U, without change of GTP-U endpoint
5.3.3.1.1
Solution Description

When the SGW-C detects the failure of an SGW-U without a restart, it may optionally perform the operations as shown in the call flow below to restore the user plane sessions:
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Figure 5.3.3.1.1-1: Session Restoration after SGW-U Failure without Restart

1) The SGW-C detects that the SGW-U failed without a restart. In order to restore the user plane sessions hosted in the failed SGW-U, the SGW-C identifies and select a new SGW-U entity that can take up the user plane sessions lost from the failed SGW-U. The SGW-C shall follow the procedures identified in subclause 5.12 of 3GPP TS 23.214 [x] for selection of user plane entity by the control plane for this purpose. If the failed SGW-U supports multiple GTP-U end point addresses, then the SGW-C can potentially migrate each of those GTP-U endpoint address and the list of user plane sessions using that GTP-U endpoint address to a different SGW-U.


2) The SGW-C instructs the selected SGW-U to take up the given GTPU end point address(es), which is same as the GTPU end point address(es) of the failed SGW-U.

Editor's Note: Whether this instruction is piggybacked over Sx Session Management Message or a nodal Sx Management Message is required is FFS.
Once the selected SGW-U is instructed to take up a GTPU end point address, the SGW-U shall advertise that IP to its MAC address mapping to the peer routers, through mechanisms like ARP Announcement (Gratuitous ARP) as specified in IETF RFC 5227 [5]. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

3) The SGW-C recreates the user plane sessions that were on the failed SGW-U on the selected SGW-U by using the Sx session management procedures, according to the principles specified in subclause 5.3.2.1 for SGW-U Failure With Restart. 
5.3.3.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S11 / S5 interfaces and GTP-C protocol.

Cons:
-
User plane sessions of bearers that share the same S5 GTPU end-point and S1 GTPU addresses can be re-created only in their entirety. This requires a new SGW-U to be available to take up all the sessions from the failed GTPU endpoint of a SGW-U.

-
If existing SGW-U nodes that are healthy have spare capacity to take up sessions, sessions can't be recreated on them directly as they may have different GTPU end point addresses. In order to recreate sessions on an existing healthy SGW-U, a logical partition needs to be created on that SGW-U and that partition needs to be created with a logical interface having the specified GTPU end point address. Even then there may not be enough capacity on that node to take up all the recreated sessions that share the same S5 GTPU and the same S1U end-point addresses.
* * * Next Change * * * *

5.3.3.2
SGW-U Failure Without Restart – Solution #2: SGW-C Recreating the User Plane Sessions in Other Existing SGW-U, with change of GTP-U endpoint
5.3.3.2.1
Solution Description

When the SGW-C detects the failure of an SGW-U, it may optionally perform the operations shown below in the call flow to restore the user plane sessions:
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Figure 5.3.3.2.1-1: Restoration of sessions after SGW-U Failure Without Restart – Solution #2
1) During the PDN creation, the MME, SGW-C and PGW advertise their support for change of SGW-U FTEID during restoration. This is exchanged through indication flags in the existing Create Session Request procedure.

2) The SGW-C detects that the SGW-U has failed without a restart.

For each SGW-U session that needs to be restored, identify and select a new SGW-U entity. The SGW-C shall follow the procedures identified under sub-clause x.y for selection of user plane entity by the control plane for this purpose.

Editor's Note:
The reference to sub-clause x.y needs to be updated once stage 2 normatively specifies the high level principles of user plane selection.

3) Recreate the user plane session on the selected SGW-U by using the Sx session management procedures. This re-created SGW-U session may have a different S1U SGW FTEID and S5u SGW FTEID from the F-TEIDs that were used before the SGW-U failure.

NOTE 1:
the restoration of the Sx sessions could also be triggered upon of receipt of user plane packets, after the step 5, like for the solutions described in subclauses 5.3.2.1 and 5.3.3.1, to pace the restoration of the sessions over Sx, when F-TEID is assigned by the CP function.
4) SGW-C subsequently signals the change of S1U SGW FTEID to the MME and the S5U SGW FTEID to the PGW. The existing Update Bearer Request and the Modify Bearer Request messages, respectively, can be updated to carry the changed S1U / S5U FTEIDs.

NOTE 2:
The SGW-C shall apply this solution only if the MME and the PGW support the signalling procedures for accepting change of S1U SGW FTEID and S5U SGW FTEID respectively.

5) The MME shall use the existing E-RAB Modification Procedure as specified in 3GPP TS 36.413 [x] sub-clause 8.2.2. 

NOTE 2:
As per 3GPP TS 36.413 [x] sub-clause 8.2.2.2, if the E-RAB Modification Procedure is used for modifying the Transport Information IE to change the SGW S1U FTEID, the QoS and NAS PDU IEs shall be ignored by the eNB. Consequently, for using this procedure for changing the SGW S1U FTEID at the eNB, it is enough that the MME just include a dummy NAS message.

5.3.3.2.2
Solution Evaluation
Pros:
-
Sessions can be re-created in other available SGW-U in a distributed fashion.

-
No need to rely on IP / L2 level mechanisms for retaining the same GTPU endpoint address and advertising it to peer nodes.

Cons:
-
Requires protocol level changes on S11 and S5.

-
There could be potential signalling storm on S5, S11 and the S1 interface. 

* * * Next Change * * * *

5.5 
Solutions for PGW-U failure with and without restart
5.5.1
Introduction

This section describes solutions for PGW-U failure with and without restart

5.5.2
PGW-U Failure With Restart

5.5.2.1
PGW-U Failure With Restart – Solution#1: PGW-C Recreating the User Plane Sessions in Restarted PGW-U on Reactive Basis

5.5.2.1.1
Solution Description

When the PGW-C detects the failure of a PGW-U with a restart, the PGW-C shall wait for the restarted PGW-U to notify the PGW-C as and when it receives downlink IP packets or uplink GTPU packets for which it doesn’t have a session. 
Editor's note:
it is FFS how the PGW-U is configured to support this behaviour, e.g. whether the PGW-U is preconfigured with a PDR matching any incoming traffic, with the lowest precedence and with a FAR to forward the packets to the PGW-C, or e.g. if the PGW-C would establish an Sx session after the PGW-U restart for this purpose.

Alternatively, the PGW-C may also start restoring prioritary sessions in the PGW-U after the PGW-U restart, while also restoring other sessions upon receipt of User Plane packets from the PGW-U.

The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted PGW-U:
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Figure 5.5.2.1.1-1: Session Restoration after PGW-U Failure with Restart

1) The restarted PGW-U receives an uplink GTP-U packet or a downlink IP packet on the S5-U or the SGi interface respectively for which the PGW-U does not have a session. It is expected that a restarted PGW-U takes the same end point addresses on both SGi and S5 interfaces as it had before the failure.

2) If the PGW-U knows that the PGW-C supports buffering, then the PGW-U shall forward the full packet to the PGW-C in an encapsulated tunnel. The outer encapsulation shall identify that the inner packet is sent to the PGW-C due to a missing session at the PGW-U. For PDNs with overlapping IP address ranges, the PGW-U shall also indicate the PDN instance for which the packet was received. The PGW-C shall use the header of the inner payload to identify the PDN or bearer session to which it belongs. If the PGW-U knows that the PGW-C does not support buffering and if the PGW-U supports buffering, then the PGW-U shall forward only the header of the received packet, inside the encapsulated tunnel for the PGW-C to use the header information to identify the session that needs to be restored on the PGW-U.

NOTE 1:
If the PGW-U is connected to multiple PGW-C, then the PGW-C responsible shall be identified by using the IP pool to which the destination IP address of the incoming downlink packet belongs or by using the GTP-U FTEID pool to which the destination TEID of the incoming uplink packet belongs.

 NOTE 2:
It is assumed that when multiple PGW-C interfaces with a PGW-U there is some logical partitioning of IP address space and TEID space each PGW-C is responsible for allocating.

NOTE 3:
Whether the PGW-U forwards only the first packet or all the packets until session restoration to the PGW-C is based on the PGW-U's knowledge of PGW-C's buffering capability. 
Editor's note:
 it is FFS how the PGW-U signals the PDN instance to the PGW-C.

Editor's note:
 it is FFS how a PGW-U connected to multiple PGW-C identify the PGW-C responsible for restoring a Sx session in scenarios where the IP address is assigned by DHCP or an external AAA server in the PDN.
3) If the PGW-C supports buffering, the PGW-C shall buffer the packet until the session is re-created at the PGW-U.

4) The PGW-C shall recreate the Sx session at the PGW-U by using the Sx Session Establishment Request

Editor's note:
how to address the case where the Sx session cannot be recreated is FFS.
5) Once the PGW-U accepts the session creation and if the PGW-C has buffered the packet, then the PGW-C shall forward the buffered packet to the PGW-U. The forwarded packet will be exactly same as how the packet was received by the PGW-U in step 1.

6) The PGW-U, having the Sx session re-established, shall forward the received IP packet to the peer GTPU entity in the case of downlink data transfer and shall forward the received inner payload inside the GTPU packet to the SGi side after stripping the GTPU header in the case of uplink data transfer.

If the PGW-U had failed without a restart and if another PGW-U can be configured with the same IP and GTP-U end point addresses as the failed PGW-U, then the above solution can be used for a PGW-U failure without restart as well.

If multiple PGW-C's connect to a PGW-U, then this solution requires that the user plane FTEID pool be partitioned across the multiple PGW-C's even when the FTEID allocation by user plane is used.

5.5.2.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S5 interface and GTP-C protocol.

-
Session recreation is naturally paced as and when uplink or downlink packets arrive at the PGW-U for missing sessions. There is no mass re-creation of all sessions. This avoids congestion during restoration.

-
PGW-U needs to support handling error scenarios like missing sessions. This solution can be adopted for handling GTPU errors like missing sessions as well, and avoid PGW-U generating GTP-U error indications.

Cons:
-
If the buffering is done at the PGW-C, then there is a short duration during which PGW-C has to buffer the packet.
-
may cause a lot of user plane packets to be forwarded to the PGW-C if the PGW-U forwards to the PGW-C all the incoming packets without any existing session (e.g. for all the on-going VoLTE sessions). PGW-C receives user plane packets until all sessions are restored.

-
the solution requires F-TEID partitioning (among the PGW-Cs controlling the PGW-U) when F-TEID is allocated by the PGW-U. 
-
the solution requires the F-TEID partitioning (among the PGW-Cs controlling the PGW-U) to be known by the PGW-U (be the F-TEID allocated by the PGW-C or PGW-U).
-
the solution requires the IP address pool partitioning (among the PGW-Cs controlling the PGW-U) to be known by the PGW-U.
-
may result in delaying the restoration of prioritary Sx sessions (e.g. emergency PDN connections, eMPS or IMS sessions) until incoming packets are received for that session (if the solution does not support the option for the PGW-C to start restoring prioritary sessions after the PGW-U restart).

* * * Next Change * * * *

5.5.3
PGW-U Failure Without Restart 

5.5.3.1
PGW-U Failure Without Restart – Solution #1: PGW-C Recreating the User Plane Sessions in a New PGW-U, without change of GTP-U endpoint
5.5.3.1.1
Solution Description

When the PGW-C detects the failure of an PGW-U without a restart, it may optionally perform the operations as shown in the call flow below to restore the user plane sessions:
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Figure 5.5.3.1.1-1: Session Restoration after PGW-U Failure without Restart

1) The PGW-C detects that the PGW-U failed without a restart. In order to restore the user plane sessions hosted in the failed PGW-U, the PGW-C identifies and select a new PGW-U entity that can take up the user plane sessions lost from the failed PGW-U. The PGW-C shall follow the procedures identified in subclause 5.12 of 3GPP TS 23.214 [x] for selection of user plane entity by the control plane for this purpose. If the failed PGW-U supports multiple GTPU end point addresses, then the PGW-C can potentially migrate each of those GTPU endpoint address and the list of user plane sessions using that GTPU endpoint address to a different PGW-U. In such a case it is assumed that the user plane sessions that share the same S5 GTPU endpoint have their PDN addresses allocated from the same IP sub-pool in the failed PGW-U.


2) The PGW-C instructs the selected PGW-U to take up the given GTPU end point address(es), which is same as the GTPU end point address(es) of the failed PGW-U. The PGW-C also instructs the selected PGW-U to own the IP pool(s) that the PDN addresses of the user plane sessions to be restored share.

Editor's Note: Whether this instruction is piggybacked over Sx Session Management Message or a nodal Sx Management Message is required is FFS.
Once the selected PGW-U is instructed to take up a GTPU end point address(es), the PGW-U shall advertise that IP to its MAC address mapping to the peer routers, through mechanisms like ARP Announcement (Gratuitous ARP) as specified in IETF RFC 5227 [5]. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

Similarly, the PGW-C shall advertise that the new PGW-U is owning the IP pool(s) that was owned by the failed PGW-U earlier, to the upstream IP routers, so that the upstream routers forward the downlink IP packets to the right PGW-U. The PGW-C may use mechanisms like BGP updates, as specified in IETF RFC 4271 [4] for this. BGP updates may cause routing convergence delays in the upstream routers. There could also be other mechanisms that could be used for updating the upstream routers. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

3) The PGW-C recreates the user plane sessions that were on the failed PGW-U on the selected PGW-U by using the Sx session management procedures, according to the principles specified in subclause 5.5.2.1 for PGW-U Failure With Restart. 
5.5.3.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S5 interface and GTP-C protocol.

Cons:
-
User plane sessions of bearers that share the same S5 GTPU end-point address can be re-created only in their entirety. This requires a new PGW-U to be available to take up all the sessions from the failed GTPU endpoint of a PGWU.

-
If existing PGW-U nodes that are healthy have spare capacity to take up sessions, sessions can't be recreated on them directly as they may have different GTPU end point addresses. In order to recreate sessions on an existing healthy PGW-U, a logical partition needs to be created on that PGW-U and that partition needs to be created with a logical interface having the specified GTPU end point address(es). Even then there may not be enough capacity on that node to take up all the recreated sessions that share the same S5 GTPU end-point address.

* * * Next Change * * * *

5.5.3.2
PGW-U Failure Without Restart – Solution #2: PGW-C Recreating the User Plane Sessions in Other Existing PGW-U, with change of GTP-U endpoint
5.5.3.2.1
Solution Description

When the PGW-C detects the failure of an PGW-U, it may optionally perform the operations shown below in the call flow to restore the user plane sessions:
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Figure 5.5.3.2.1-1: Restoration of sessions after PGW-U Failure Without Restart – Solution #2
1)
During the PDN creation, the MME, SGW and PGW-C advertise their support for change of PGW-U FTEID during restoration. This is exchanged through indication flags in the existing Create Session Request procedure.

2)
The PGW-C detects that the PGW-U has failed without a restart.

If the SGi side IP pool(s) served by the failed PGW-U can be split into a number of smaller aggregate IP pools, then for each such smaller aggregate IP pool (for the user plane sessions of the PDNs that have their PDN address from that IP pool, that needs to be restored), identify and select a new PGW-U entity. The PGW-C shall follow the procedures identified in subclause 5.12 of 3GPP TS 23.214 [x] for selection of user plane entity by the control plane for this purpose.


3)
Recreate the block of user plane sessions of the PDNs that share the PDN addresses from the same aggregate IP pool, on the selected PGW-U by using the Sx session management procedures. This re-created PGW-U session may have a different S5U PGW FTEID from the F-TEIDs that were used before the PGW-U failure.

4)
PGW-C subsequently signals the change of S5U PGW FTEID to the SGW. The existing Update Bearer Request message can be updated to carry the changed S5U FTEIDs.

NOTE 1:
The PGW-C shall apply this solution only if the MME and the SGW support the signalling procedures for accepting change of S5U PGW FTEID.

The PGW-C shall advertise that a different PGW-U is now owning the IP pool(s) that was owned by the failed PGW-U earlier, to the upstream IP routers, so that the upstream routers forward the downlink IP packets to the right PGW-U. The PGW-C may use mechanisms like BGP updates, as specified in IETF RFC 4271 [4] for this. BGP updates may cause routing convergence delays in the upstream routers. There could also be other mechanisms that could be used for updating the upstream routers. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

5.5.3.2.2
Solution Evaluation
Pros:
-
Sessions can be re-created in other available PGW-U in a distributed fashion by moving smaller blocks of aggregate IPs (small IP pools) of the PDN addresses.

-
No need to rely on IP / L2 level mechanisms for retaining the same GTPU endpoint address and advertising it to peer nodes.

Cons:
-
Requires protocol level changes on S5.

-
There could be potential signalling storm on S5, S11 and S4
* * * End of Changes * * * *
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