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1. Introduction
Stage 2 had identified that the TEID and GTPU address allocation after restoration of the U plane can follow solution #3 given in sub-clause 6.1.1.5.4 but has left the decision upto CT4 to discuss and decide. This PCR adds a solution for SGW-U restoration with restart.
2. Reason for Change
Stage 3 needs to discuss and conclude on a solution for SGW-U restoration with and without restart
3. Proposal
It is proposed to add the solution given in this PCR to the TR 29.8de

* * * First Change * * * *
[bookmark: _Toc454285385]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TR 23.714: "Study on control and user plane separation of EPC nodes".
[x]	IETF RFC 5227, IPv4 Address Conflict Detection
Editor's Note: Add a solution for SGW-U failure.

* * * Next Change * * * *
[bookmark: _Toc454285395]5.3 Solutions for SGW-U failure with and without restart
This section describes solutions for SGW-U failure with and without restart.
[bookmark: _Toc454285396]5.3.1x	SGW-U Failure With Restart – Solution#1: Solution 1SGW-C Recreating the User Plane Sessions in Restarted SGW-U on Reactive Basis
5.3.x.1	Solution Description
When the SGW-C detects the failure of an SGW-U with a restart, the SGW-C shall wait for the restarted SGW-U to notify the SGW-C as and when it receives downlink or uplink GTPU packets for which it doesn’t have a session. The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted SGW-U:



1. Uplink or downlink GTP-U packet
2. U Plane forwarding of packets to C plane in an encapsulated tunnel indicating that the session is missing
4. Sx Session Establishment Request
Sx Session Establishment Response
5. Forward the Buffered Packet
6. Uplink or downlink forwarding of GTP-U packet

Restarted SGW-U
SGW-C
3. Buffer the packet until session is recreated (If the SGW-C supports buffering)

















Figure x: Session Restoration after SGW-U Failure with Restart

1) The restarted SGW-U receives an uplink or downlink GTP-U packet on the S1-U or the S5U interface for which the SGW-U does not have a session. It is expected that a restarted SGW-U takes the same end point addresses on both S5 and S1 interfaces as it had before the failure.
2) If the SGW-U knows that the SGW-C supports buffering, then the SGW-U shall forward the packet to the SGW-C in an encapsulated tunnel. The outer encapsulation shall identify that the packet is sent to the SGW-C due to a missing session at the SGW-U. The inner payload shall be exactly same as the packet received in step 1. The SGW-C shall use the identifiers (GTPU TEID) in the inner payload to identify the bearer context for which session re-creation at SGW-U is needed. If the SGW-U knows that the SGW-C does not support buffering and if the SGW-U supports buffering, then the SGW-U shall forward only the header of the received packet, inside the encapsulated tunnel for the SGW-C to use the header information to identify the session that needs to be restored on the SGW-U.
NOTE 1:	If the SGW-U is connected to multiple SGW-C, then the SGW-C responsible shall be identified by using the GTPU FTEID pool to which the destination TEID of the incoming packet belongs.
 NOTE 2:	It is assumed that when multiple SGW-C interfaces with a SGW-U there is some logical partitioning of TEID space each PGW-C is responsible for allocating, if the TEID allocation function is in the SGW-C.
NOTE 3:	Whether the SGW-U forwards only the first packet or all the packets until session restoration to the SGW-C is based on the SGW-U's knowledge of SGW-C's buffering capability.
3) If the SGW-C supports buffering, then the SGW-C shall buffer the packet until the session is re-created at the SGW-U.
4) The SGW-C shall recreate the Sx session at the SGW-U by using the Sx Session Establishment Request
5) Once the SGW-U accepts the session creation and if the SGW-C has buffered the packet, then the SGW-C shall forward the buffered packet to the SGW-U. The forwarded packet will be exactly same as how the packet was received by the SGW-U in step 1.
6) The SGW-U, having the Sx session re-established, shall forward the received GTP-U packet to the peer GTPU entity.
If the SGW-U had failed without a restart and if another SGW-U can be configured with the same GTP-U end point addresses as the failed SGW-U, then the above solution can be used for a SGW-U failure without restart as well.
[bookmark: _GoBack]If multiple SGW-C's connect to a SGW-U, then this solution requires that the user plane FTEID pool be partitioned across the multiple SGW-C's even when the FTEID allocation by user plane is used.
5.3.x.2	Solution Evaluation
Pros:
-	This solution has no impacts to peer nodes.
-	No impacts to existing S11 / S5 interfaces and GTP-C protocol.
-	Session recreation is naturally paced as and when uplink or downlink packets arrive at the SGW-U for missing sessions. There is no mass re-creation of all sessions. This avoids congestion during restoration.
-	SGW-U needs to support handling error scenarios like missing sessions. This solution can be adopted for handling GTPU errors like missing sessions as well, and avoid SGW-U generating GTP-U error indications.
Cons:
-	If the buffering is done at the SGW-C, then there is a short duration during which SGW-C has to buffer the packet.

* * * End of Changes * * * *

