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1. Introduction
This pCR updates the clause 5 about load control requirements.

2. Reason for Change
Several Editor’s Notes are addressed and proposed to be removed.

In 5.1 regarding existing standardisation, besides the DNS case with SRV records indicating a weight, it was not identified other standardized load control mechanism applicable to 3GPP Diameter networks and interfaces. So it is proposed to remove the Editor’s Note in 5.1.
Guidance in 5.2.2 is removed as addressed.

The Editor’s Notes in 5.2.2.2.1, 5.2.2.3.1 and 5.2.2.4.1 regarding the impact of several applications on load information are addressed in the new 5.2.3.1.X subclause (Load information per node or per application). So it is proposed to remove these 3 Editor’s Notes.

In 5.2.2.2.3, the Editor’s Note is removed as AAA server and PCRF use cases are described.
The guidance in 5.3 for IETF requirements is removed as covered. 

In 5.3.1, it was not identified other IETF requirements done for overload control applying to load control. It is proposed to remove the Editor’s Note at the end of 5.3.1.

In 5.4 subclause requirements coming from the use cases in 5.3.1 are added.

It is proposed to remove the subclause 5.5 (conclusion on requirements) as not needed. The further analysis of the solution IETF includes the requirement fulfilment.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.810 v.5.0
* * * First Change * * * *

5
Requirements

5.1
Existing standardisation

Diameter load control and load balancing can be currently achieved in a node though various ways e.g.:

-
according to load balancing algorithms (e.g. round robin); and/or

-
by locally evaluating the traffic compared to a configured capacity; and/ or 

-
by externally acquiring load information by proprietary or standardised means.

A standardised way for a Diameter node to acquire load information occurs when the Diameter node proceeds to a dynamic discovery of peer nodes through the use of DNS. The DNS returns SRV records indicating peer addresses with a weight factor to the querying Diameter node. The weight factor is then used to distribute traffic among the peers. It may be discussed if this weight can be considered as load information but it is an indication for traffic distribution. Its limitation is that it is acquired for peer discovery so not on a regular basis and is a static data which does not reflect the actual load. 


5.2
Design considerations

5.2.1
Introduction


The following subclauses review main 3GPP use cases regarding load control, namely HSS, AAA server and PCRF use cases with the host selection topic. Load usage is then addressed.
5.2.2
3GPP network implications


5.2.2.1
Introduction

This subclause will analyse some load characteristics associated to several main 3GPP networks elements, e.g. HSS, 3GPP AAA Server, PCRF taking into account various topologies (e.g. set of independent servers, distributed systems, partitioned systems).

Editor's note:
we need to consider if clients should be also addressed in this section, especially when considering the usage of the load information by client (e.g. MME receiving load info from HSS).

5.2.2.2
HSS

5.2.2.2.1
Variety of interfaces
The HSS supports a large number of 3GPP Diameter based interfaces with their own Diameter application:

- 
S6a / S6d with MME / SGSN;

-
Cx, with I/S-CSCF;

-
Sh with AS;

-
SWx with AAA server;

-
Zh with BSF

-
S6m / S6n with MTC IWF / MTC AAA;

-
SLh with GMLC;

- 
S6c with SMS central functions.


5.2.2.2.2
Variety of HSS topologies

HSS topologies are various:

-
one HSS;

-
multiple separated and independent HSSs, which require a user identity to HSS resolution mechanism as the subscription data of a user is stored in only one of the HSSs (partitioned system);

-
a distributed HSS, following the UDC architecture, with one UDR and several front-ends which could be geographically distributed, but allowing access to any user subscription data; each front end may appear as one Diameter host;

-
several distributed HSSs, which also require a user identity to HSS resolution mechanism, as the subscription data of a user is stored in only one of the distributed HSSs (partitioned system).

This list is not exhaustive and other topologies may exist.

Load balancing is not applicable between separated and independent HSS, or between several distributed HSS (partitioned systems).

Load balancing may be applied between multiple front-ends of a distributed HSS. In this case, load information supplied by each front-end would help to achieve load balancing in a downstream Diameter node.

5.2.2.2.3
Selection of the HSS host

Regarding the user identity to HSS resolution mechanism, 3GPP specifications describe the possible use of a Redirect or a Proxy DA without excluding other possibilities. They are here recapitulated, as they may have impacts on how load control can be handled:

-
When a redirect server is used, a client or a DA which has to send a request to a HSS of which it does not know the identity, will only provide the Diameter realm and send its request to the Redirect DA, that will return one or several HSS host identities. If several host identities are returned, the client or the DA may select the host by taking into account the host load information and achieve load balancing between the HSS hosts.

-
When a proxy DA is used, the client which does not know the identity of the HSS, only provides the Diameter realm and sends the request that will reach the proxy DA which will determine the HSS host identity, If several HSS host identities are possible, this proxy DA may select the host by taking into account their load information and achieve load balancing.

For a given user, the origin host which is returned in the Diameter answers, may be stored by the client and reused as host destination for next requests regarding this user, In these cases where the destination host is determined, no load balancing between hosts is applied.


5.2.2.3
3GPP AAA Server

5.2.2.3.1
Variety of interfaces
The 3GPP AAA Server supports a large number of 3GPP Diameter based interfaces with their own Diameter application:

- 
SWx with HSS;

-
S6b with PGW;

-
SWa with untrusted non-3GPP access;

-
STa with trusted non-3GPP access;

-
SWm with ePDG;

For the SWx interface, the 3GPP AAA Server has the role of a client toward the HSS and for the other interface has the role of a server.


5.2.2.3.2
Variety of 3GPP AAA Server topologies

3GPP AAA Server topologies are various:

-
one 3GPP AAA Server;

-
multiple separated and independent 3GPP AAA Servers:

-
 they may be shared, meaning that any user can register on  any  3GPP AAA Server, but  when a user has been registered in a 3GPP AAA Server, all subsequent Diameter traffic related to this user is routed to this 3GPP AAA Server.

This list is not exhaustive and other topologies may exist.

Load balancing between 3GPP AAA Servers is limited to the initial request of a user which is not yet registered in a 3GPP AAA Server. It is reminded that e.g. a PGW which is not aware if the user is already registered may select a 3GPP AAA Server which, from the information received from the HSS, will request the PGW to redirect its traffic to the 3GPP AAA Server on which the user is already registered, so without load balancing. Nevertheless the selection of the 3GPP AAA Server based on load information, although only done for initial requests outside redirection cases, is important as all the subsequent requests for this user will be routed to the same 3GPP AAA Server, It may be expected that, when load conditions of one or several 3GPP AAA Servers are rapidly evolving, it will take more time to adapt the load balancing as it applies to a fraction of requests.

For SWx, there is no load balancing for requests sent by the HSS to the 3GPP AAA Server, as the HSS sends all these requests to the 3GPP AAA Server that  registered the user.

5.2.2.3.3
Selection of the 3GPP AAA Server host

The Diameter routing rules, described in IETF RFC 6733 [2], apart the case of a direct connection between the client and the 3GPP AAA servers, are based on the realm up to the DA(s) in front of the 3GPP AAA Servers and so are not dependent of the Destination Host. Then if no Destination Host is present in the Diameter  request, the selection of the 3GPP AAA Server among those listed in the peer table of the DA can be done on the basis of the load information that the DA has received from these peer 3GPP AAA Servers.

5.2.2.4
PCRF

5.2.2.4.1
Variety of interfaces
The PCRF supports a large number of 3GPP Diameter based interfaces with their own Diameter application:

- 
Gx with PCEF;

-
Gxx with BBERF;

-
Sd with TDF;

-
Rx with AF;

-
Sy with OCS:

-
S9 between H-PCRF and V-PCRF;

-
S9a with BPCF;

-
Np with RCAF;

-
S15 with HNB.

Apart for Sy and S9, the PCRF has the role of a server. For S9, it has both the role of a client and of a server.

Sy being a charging interface is not currently addressed in this study.


5.2.2.4.2
Variety of PCRF topologies

PCRF topologies are various:

-
one PCRF;

-
multiple separated and independent PCRFs:

-
 they may be shared, meaning that a a certain  IP-CAN session of a UE can be allocated  to  any  PCRF, but  when an IP-CAN session of a UE has been allocated to a PCRF, all subsequent Diameter traffic related to this IP-CAN session of the UE is routed to this PCRF;

-
this is the role of the DRA to be aware of the PCRF allocated to an IP-CAN session of a UE.

This list is not exhaustive and other topologies may exist.

When a client sends a Diameter request without a Destination-Host AVP, the request is routed to the DRA which will check if the IP-CAN session of the UE has a PCRF allocated. If yes, the DRA populates the Destination Host with the Diameter identity of the allocated PCRF.

Load balancing between PCRFs is limited to the requests related to an IP-CAN session of a UE for which no PCRF has been allocated yet and does not apply when a PCRF has been allocated.

Nevertheless the selection of the PCRF based on load information, although only done for requests for which there is no allocated PCRF, is important as all the subsequent requests for this IP-CAN session of a UE will be routed to the same PCRF, It may be expected less reactivity when load conditions of one or several PCRFs are rapidly evolving.

5.2.2.4.3
Selection of the PCRF host

The Diameter routing rules described in IETF RFC 6733 [2] are based on the realm up to the DA(s) in front of the PCRFs (i.e. peer DA(s) of the PCRFs) and so are not dependent of the Destination Host.

If the DRA is peer of the PCRFs and processes a request for which no PCRF has yet been allocated to a IP-CAN session of a UE (i.e. the first request received as part of the IP-CAN session establishment procedure (Gxx, Gx, S9)), the DRA will select a PCRF among the peer PCRFs and can use the load information that it has received from these peer PCRFs for this selection and does not need additional load control information.

If the DRA is not peer of the PCRFs (at least for a certain number of them) and processes a request for which no PCRF has yet been allocated to a IP-CAN session of a UE, the DRA as according to 3GPP TS 29.213 [5] subclause 7.3.5 selects a PCRF, but if it wants to take into account the load of the PCRFs to do this selection, it would need a load information from the PCRFs which are not peers. This case may be avoided if the DRA which is a logical entity who can group several DAs is a direct peer of all the PCRFs.

For large networks, when routing is only based on the Diameter routing rules described in IETF RFC 6733 [2], this may bring strong deployment constraints, e.g. all servers (e.g. PCRFs) in a given realm and for a given Diameter application, have direct connections with the same peer DAs (which can be the DRA considered as a logical entity grouping several DAs); if it is not the case, this requires additional routing rules out of the IETF RFC 6733 [2] scope.

It can be considered the following possibilities:

-
 no additional load control features can be standardised in IETF  in association with routing rules outside the scope of IETF RFC 6733 [2]. For example when the selection of a non allocated PCRF is done by the DRA when it is not a peer of all the PCRFs, the DRA may not be able to use the standardized load control information it has received as a criteria to select the PCRF;

-
 the DRA, as a logical entity grouping several DAs, is always a peer of all the PCRFs, and then can  select the PCRF by taking  into account the load information that it has received from its peer PCRFs; this way to proceed will not require additional load control information. The way the DRA internally handles the load control information (e.g. with a common database) is implementation specific;

-
for cases where the DRA is not a peer of all the PCRFs, the DRA, to achieve the PCRF selection by taking  into account the load of the different PCRFs would need to get the load information of non peer PCRFs, which would be 3GPP vendor specific.
Editor’s note:
The DRA cases addressed in this subclause should be assessed as being inside or outside the scope of 3GPP, especially the case of the DRA which is not a peer of all the PCRFs (within the same realm).

Editor’s note:
It can be investigated whether the mechanism defined for load control may modify/enhance the current PCRF selection mechanism performed by the DRA.

Editor’s note:
It should be decided if the load control mechanism to be standardized in IETF or additional load control features to be standardised in 3GPP will allow a PCRF selection being done in the DRA and taking into account load control information when the DRA is not peer of the PCRFs, or if this is out of the scope of a standardised load control.

5.2.3
Load usage

5.2.3.1
Dynamic load balancing

5.2.3.1.1
Server selection

Diameter Nodes that perform Server Selection (see e.g. clause 5.2.2.2.3) may take into account the reported load of servers that are candidates for the selection. Without any load information (from candidate servers) the selection process can e.g. be based on configured static weights. With load information available, dynamic weights can be calculated from configured static weights and reported load information. Based on dynamic weights a dynamic load balancing can be performed.

5.2.3.1.2
Overload diversion

When a Diameter Nodes has selected a Server (e.g. based on reported load information, see clause 5.2.3.1.1) but cannot send a request to that server due to Overload Control, diversion to a non-overloaded server may become applicable. Without any load information (from candidate diversion targets) the selection of the diversion target (among the non-overloaded servers) can e.g. be based on configured static weights. With load information available, dynamic weights can be calculated from configured static weights and reported load information. Based on dynamic weights a dynamic load balancing can be performed.

5.2.3.1.3
Next hop selection

When the selected server is not an immediate peer, or server selection is performed upstream, a client may have more than one alternative available when selecting the next hop Diameter node. Without any load information (from candidate next hop Diameter nodes) the selection process can e.g. be based on configured static weights. With load information available, dynamic weights can be calculated from configured static weights and reported load information. Based on dynamic weights a dynamic load balancing can be performed.
In the PCRF use case, the DRA is a single logical entity and may be composed of different entities (Diameter agents), each having Diameter connections with their own Diameter identity towards PCC clients. PCC end points having e.g. two Diameter connections to the DRA may then have to do a selection of the peer and will benefit from the load information related to the peer Diameter identities to ensure a right load balancing.
5.2.3.1.X
Load information per node or per application
Between two peers, the traffic can be related to several Diameter applications. This is true between two Diameter agents but also in the HSS, AAA server and PCRF use cases, where the HSS, AAA server and PCRF support many applications. 
The assumption is that the load information that a node would transfer to its peers is due to the overall traffic from all applications.  The load balancing done on the basis of the received load information,  may  result in some variations on the way the traffic of each application is distributed but with the overall  traffic being better load balanced  which is the objective. It is not identified that load information per application would bring an actual additional value.
5.2.3.2
Overload preparation

Load information may be used by DOIC reacting nodes to prepare for the occurrence of overload especially when stateful algorithms are supported.

5.3
Existing IETF requirement analysis


5.3.1
General

The IETF RFC 7068 [3] provides a set of requirements for an overload control solution over Diameter. Some of these requirements are related to load control and are listed in the hereafter table 5.3.1-1.

The aim of this subclause is to review this set of requirements related to load control from a 3GPP point of view, considering that 3GPP will be a major consumer of this foreseen load control mechanism.

The list of requirements is ordered as currently defined in the IETF RFC 7068 [3]. For each requirement, a status (Y/N) is given to indicate whether the requirement is relevant from a 3GPP point of view. Further clarifications are provided in the "Comments" column.

Table 5.3.1-1: IETF RFC 7068 Requirements Review

	#
	Existing Requirement
	Y/N
	Comments

	REQ1
	The solution MUST provide a communication method for Diameter nodes to exchange load and overload information
	Y
	

	REQ2
	The solution MUST allow Diameter nodes to support overload control regardless of which Diameter applications they support. Diameter clients and agents must be able to use the received load and overload information to support graceful behavior during an overload condition. Graceful behavior under overload conditions is best described by REQ 3.


	Y
	In an overload condition, load information may be used to select alternative destinations (c.f. REQ 23),

Load information may be used at the end of the overload condition when coming back to normal conditions. 

	REQ12
	When a single network node fails, goes into overload, or suffers from reduced processing capacity, the solution MUST make it possible to limit the impact of the affected node on other nodes in the network. This helps to prevent a small-scale failure from becoming a widespread outage.
	Y
	REQ1 and REQ24 rely on this requirement

	REQ24
	The solution MUST provide a mechanism for indicating load levels, even when not in an overload condition, to assist nodes in making decisions to prevent overload conditions from occurring.
	Y
	

	REQ29
	It MUST be possible for a supporting node to make authorization decisions about what information will be sent to peer nodes based on the identity of those nodes. This allows a domain administrator who considers the load of their nodes to be sensitive information to restrict access to that information. Of course, in such cases, there is no expectation that the solution itself will help prevent overload from that peer node.
	Y
	This is applicable to the load information that will be sent to other peers.

	REQ34
	The solution SHOULD provide a method for exchanging overload and load information between elements that are connected by intermediaries that do not support the solution.
	Y
	



5.4
Additional requirements 


In addition to the IETF requirements listed in subclause 5.3.1, the analysis of the various use cases in subclause 5.2.2 identifies the requirements:

-
 for a Diameter endpoint sending request commands (e.g. client) or a Diameter Agent to receive the relevant load information to be taken into account when selecting the next hop. 

-
for a Diameter endpoint or a Diameter agent achieving server selection to receive the relevant load information of the servers to be taken into account when selecting the server. This includes cases where server selection is not done in the Diameter last hop agent which is peer of the servers.

-
for load information on a per node basis. 


* * * End of Changes * * * *

