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Introduction

SGmb is the reference point for the control plane between the BM-SC and the MBMS GW. It is defined in 3GPP TS 29.061 and relies on the Diameter protocol.
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The following MBMS restoration procedures have been specified in 3GPP TS 23.007 to restore the MBMS services upon any of the following failures. 
	Scenarios
	Failure
	Subclause
	Principles

	#1
	MBMS GW restart
	17A.1
	MME/SGSN deactivates all related MBMS bearer contexts locally and in (E-)UTRAN.
BM-SC re-establishes the affected MBMS bearer services via the restarted (or an alternative) MBMS GW. 

	#2
	BM-SC restart
	17A.1.3
17D.A
	MBMS GW deactivates all the related MBMS Bearer contexts locally and (E-)UTRAN.

	#3
	Transient SGmb path failure
	20.2.3.3
20.2.6.1
	MBMS bearer contexts are maintained in MBMS GW and BM-SC. 
BM-SC may initiate new MBMS sessions via an alternative MBMS GW.
BM-SC shall defer any MBMS session update or stop procedure for on-going MBMS sessions in the MBMS GW affected by the SGmb path failure until the transient path failure ends.

	#4
	Non-transient SGmb path failure
	20.2.3.3

20.2.6.1
	MBMS GW deactivates all deactivates all related MBMS bearer contexts locally and in (E-)UTRAN.
BM-SC re-establishes the affected MBMS bearer services via an alternative MBMS GW (if available) or the same MBMS GW (once the SGmb path is recovered). 

The maximum path failure duration shall be configured equal in the MBMS GW and in the BM-SC.


This contribution analyses potential alignments of the procedures specified for SGmb on the procedures/principles adopted for Sm/Sn failure scenarios.
Discussion

The procedures specified for the SGmb failure scenarios happen to differ from those recently agreed at the last CT4 meeting for the Sm/Sn interface. And so it should be decided whether the principles adopted for SGmb failure scenarios should be aligned to those agreed for Sm/Sn path failures. 

a) The first difference relates to the behavior of the BM-SC during a transient SGmb path failure when it needs to send an MBMS Session Update or Stop Request. Per existing 23.007 SGmb procedures, the BM-SC shall defer the sending of the Update / Stop message until the transient SGmb path failure ends (or ends up being seen as non-transient). This is different from the behavior specified in the same circumstances for the MBMS GW, which can immediately move the MBMS session to a new MME and then propagate w/o delay the MBMS Session Update or Stop Request message. 

There is however an important difference between the Sm/Sn and SGmb interfaces in that a change of MME/SGSN does not have any impact on the user plane whereas a change of MBMS GW requires user plane switching via a different MBMS GW and all the network (RAN in particular) to adapt to the user plane switching (e.g. eNBs having to leave the former IP multicast group and to join the new IP multicast address). This implies some latency in the entire network and thus it is not deemed a good idea to move the session to a different MBMS GW just for the purpose of anticipating the sending of an MBMS Session Update or Stop Request. It is therefore proposed to stick to the existing 23.007 procedure for SGmb.
b) The second difference relates to whether the BM-SC could be allowed to move MBMS session(s) to a different MBMS GW upon detection of a non-transient SGmb path failure before the MBMS GW decides to tear down the same sessions, i.e. whether the max-path-failure timer in the BM-SC could be set to a shorter value than in the MBMS GW. This is what has specified and recommended for the Sm/Sn interfaces to avoid transiently interrupting MBMS session(s) in (E)-UTRAN when sessions are being moved to new MME/SGSNs.
Per existing SGmb restoration procedures, the maximum path failure duration shall be configured equal in the MBMS GW and in the BM-SC. This was to avoid hanging resources in the MBMS GW and also allows re-establishment of the MBMS services.
Here an alignment with Sm/Sn could be possible, i.e. 
- allowing and recommending a shorter timer in the BM-SC than in the MBMS GW;

- defining a new "Local MBMS Bearer Context Release Indication" flag in the SGmb MBMS Session Stop request (as has been defined over the Sm/Sn interface) that would be set by the BM-SC  if the MBMS Session Stop Request message is used to release the MBMS bearer context locally in the MBMS GW and old MME/SGSN only. 
- re-using the "MBMS session re-establishment" flag to ensure that the new MBMS GW & MME gains the control of the session.
The figure below shows the sequence of events that would result upon a non-transient SGmb path failure: MBMS sessions would never be interrupted in (E-)UTRAN since MCE/RNC would receive the new MBMS Session Start request before the MBMS Session Stop Request. 
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However, for the (relatively rare) case whether the SGmb path would recover after the expiry of the max-path-failure duration in the BM-SC but before the expiry of the same timer in the MME, the BM-SC would need to stop locally in the old MBMS GW and MME/SGSNs the MBMS bearer contexts of the sessions already moved to another MBMS GW, as shown below. 
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The same MBMS session would exist for a short period in both MBMS GWs (and MMEs). But thanks to the MBMS session re-establishment flag, it is ensured that the new MME would always gain the control of the MBMS session at the MCEs. The only potential issue is if there were a non-transient Sm path failure occurring between the old MBMS GW and old MME during this period of time where the same session exists in different nodes. But this corresponds to a scenario of repeated failures (SGmb plus Sm + MCE restart or M3AP path recovery) that has been agreed to disregard.  

Conclusion

1.
For transient SGmb path failure, the restoration procedures specified in TS 23.007 should be kept unchanged, i.e. the BM-SC will defer the sending of an MBMS Session Update or Stop Request until the transient SGmb path failure ends (or ends up being seen as non-transient). 

2.
For non-transient SGmb path failure, it is proposed to align the SGmb procedures to those specified for Sm/Sn to allow the BM-SC to re-establish the affected MBMS sessions before the MBMS GW stops them. This will require to define the new local release flag also in the MBMS Session Stop Request over SGmb. 
CT4 is invited to discuss the issues presented in this discussion paper and provide feedback / make decisions on the proposed conclusions. 
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