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Introduction

SGmb is the reference point for the control plane between the BM-SC and the MBMS GW. It is defined in 3GPP TS 29.061 and relies on the Diameter protocol.
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The following MBMS restoration procedures have been specified in 3GPP TS 23.007 to restore the MBMS services upon any of the following failures. 
	Scenarios
	Failure
	Subclause
	Principles

	#1
	MBMS GW restart
	17A.1
	MME/SGSN deactivates all related MBMS bearer contexts locally and in (E-)UTRAN.
BM-SC re-establishes the affected MBMS bearer services via the restarted (or an alternative) MBMS GW. 

	#2
	BM-SC restart
	17A.1.3
17D.A
	MBMS GW deactivates all the related MBMS Bearer contexts locally and (E-)UTRAN.

	#3
	Transient SGmb path failure
	20.2.3.3
20.2.6.1
	MBMS bearer contexts are maintained in MBMS GW and BM-SC. 
BM-SC may initiate new MBMS sessions via an alternative MBMS GW.
BM-SC shall defer any MBMS session update or stop procedure for on-going MBMS sessions in the MBMS GW affected by the SGmb path failure until the transient path failure ends.

	#4
	Non-transient SGmb path failure
	20.2.3.3

20.2.6.1
	MBMS GW deactivates all deactivates all related MBMS bearer contexts locally and in (E-)UTRAN.
BM-SC re-establishes the affected MBMS bearer services via an alternative MBMS GW (if available) or the same MBMS GW (once the SGmb path is recovered). 

The maximum path failure duration shall be configured equal in the MBMS GW and in the BM-SC.


This contribution addresses the mechanims for the BM-SC or MBMS GW to detect a peer node's failure / restart or a path failure, in particular in deployments with an intermediate Diameter Agent between both nodes. 

These procedures assume that MBMS GW and BM-SC are capable to detect a peer node's restart, a failure without restart, transient and non-transient failure of the SGmb path. While this is not expected to cause problems when the BM-SC and the MBMS GW share a direct transport connection, a few issues arise in deployments with an intermediate Diameter Agent between both nodes.
Discussion

The restoration procedures specified for SGmb failures require that MBMS GW and BM-SC are capable to detect a peer node's restart, a failure without restart, transient and non-transient failure of the SGmb path.

Existing Diameter mechanisms exist to support these requirements when there is a direct (transport-level) connection between the MBMS GW (Diameter server) and the BM-SC (Diameter client): 

a) the detection of the restart of a peer BM-SC or MBMS GW can rely on the use of the Diameter Origin-State-Id AVP, since in this case, immediately following the (re-)establishment of the transport connection between both nodes, the MBMS GW and BM SC exchange Diameter CER (Capabilities-Exchange-Request) / CEA (Capabilities-Exchange-Answer) messages which can include the Origin-Host/Origin-State-ID AVPs.

RFC 3588 (Diameter base protocol):  
When two Diameter peers establish a transport connection, they MUST exchange the Capabilities Exchange messages, as specified in the peer state machine (see Section 5.6).
The Origin-State-Id AVP (AVP Code 278), of type Unsigned32, is a monotonically increasing value that is advanced whenever a Diameter entity restarts with loss of previous state, for example upon reboot.

 Origin-State-Id MAY be included in any Diameter message, including CER.

Origin-State-Id is used to allow rapid detection of terminated sessions for which no STR would have been issued, due to unanticipated shutdown of an access device.

 By including Origin-State-Id in CER/CEA messages, an access device allows a next-hop server to determine immediately upon connection whether the device has lost its sessions since the last connection.

So this just requires the BM-SC and MBMS GW to include (RFC 3588 just says "may" include)  the Origin-State in the CER/CEA messages.
b) the detection of SGmb path failures and path recoveries (and thus also of peer node's failure without restart), can rely on the use the Diameter DWR (Device-Watchdog-Request) / DWA (Device-Watchdog-Answer) messages, during periods when there is no need for other MBMS signalling.
RFC 3588 (Diameter base protocol):  
The transport failure algorithm is defined in [RFC3539].  All Diameter implementations MUST support the algorithm defined in that specification in order to be compliant to the Diameter base protocol.

RFC 3539 (AAA Transport Profile)
3.4.  Application Layer Watchdog

 The watchdog is used in order to enable a AAA client or agent to determine when to resend on another connection.  It operates on all open connections and is used to suspend and eventually close connections that are experiencing difficulties.  The watchdog is also used to re-open and validate connections that have returned to

 health.

While the connection is in the closed state, the AAA client MUST NOT attempt to send further watchdog messages on the connection. However, after the connection is closed, the AAA client continues to periodically attempt to reopen the connection.

Existing Diameter mechanisms do not seem to suffice however to support the aforementioned requirements when there is an intermediate Diameter Agent (e.g. Diameter Routing Agent) between the MBMS GW and the BM-SC: 

c) the detection of the restart of a peer BM-SC or MBMS GW can not rely on the Origin-State-ID in Diameter CER/CEA messages as these messages are only exchanged between peers with a direct (transport-level) connection and cannot be proxied. So this could only rely on the sending of the Origin-State-Id in RAR/RAA messages i.e. when the BM-SC or MBMS GW needs to sends MBMS signalling e.g. to create, update or stop an MBMS session. This implies that an MBMS GW cannot detect the restart of the BM-SC (and thus release radio resources used for hanging MBMS sessions) until the latter initiates a new MBMS session – which possibly could be much later after the BM-SC restart. Likewise, the BM-SC cannot detect the restart of the MBMS GW (and thus re-establish the lost sessions) until the BM-SC sends any new MBMS session start / update / stop to the MBMS GW (time at which the MBMS GW could include its Origin-State-Id in the response). 
RFC 3588 (Diameter base protocol):  
By including Origin-State-Id in request messages, an access device also allows a server with which it communicates via proxy to make  such a determination.  However, a server that is not directly connected with the access device will not discover that the access device has been restarted unless and until it receives a new request

 from the access device.  Thus, use of this mechanism across proxies is opportunistic rather than reliable, but useful nonetheless.


The situation is even worse if the intermediate Diameter Agent is a proxy that needs to modify the Origin-Host-ID, as in that case, the Diameter base protocol also mandates the proxy to remove or update the Origin-State-Id, i.e. the Origin-State-Id does not reflect the state of the MBMS GW / BM-SC but the state of the Diameter proxy. 
It is not sure though whether it is foreseen to deploy such Diameter proxies for MBMS (SGmb is an intra-PLMN interface, no need for features such as topology hiding ...).
d) the detection of SGmb path failures and path recoveries (during periods when there is no need for other MBMS signalling) can not rely on the use the Diameter DWR (Device-Watchdog-Request) / DWA (Device-Watchdog-Answer) messages, which are only exchanged between peers with a direct (transport-level) connection. 
RFC 3539 (AAA Transport Profile)

The application layer watchdog is designed to detect failures of the  immediate peer, and not to be affected by failures of downstream proxies or servers. 
No Diameter base mechanism is known that allows to test the responsiveness of a Diameter Server or client beyond an intermediate DA, other than defining/using a specific applicative message. 
So the following options are possible:

I) consider the possibility to define a base Diameter mechanism that would allow Diameter clients/servers to test their mutual reachability/responsiveness beyond intermediate DAs; has this been ever considered ? 

or

II) define a SGmb specific mechanism, that would allow to test the reachability of a distant MBMS node as well as to convey information on whether the node has restarted, e.g. like the GTP-C Echo Request/Response messages that can also include a Recovery IE.
Defining a new SGmb message would imply the need to define a new Application ID and thus the need for intermediate DAs to also support the same. 
Re-using an existing MBMS message (e.g. MBMS Session Stop referring to a non-existing session) to serve as a keep-alive (in periods without other MBMS signalling) could limit the impacts but is not nice from a protocol perspective.
Conclusion

1.
 It needs to be confirmed first whether MBMS deployments with intermediate DAs between the BM-SC and MBMS GW are foreseen, and if yes, whether the intermediate DAs could be proxies changing the Origin-Host/Origin-State-ID AVPs.  

2.
In deployments with direct (transport-level) connection between the MBMS GW and BM-SC, both nodes are capable to detect a peer node's restart, a failure without restart, transient and non-transient failure of the SGmb path based on existing Diameter mechanisms (Origin-State-ID, DWR/DWA). This requires that they include the Origin-State-Id in Diameter CER/CEA messages. 
3.
In deployments with intermediate DAs between the MBMS GW and BM-SC, w/o any further enhancements, an MBMS GW and BM-SC can detect a restart of a peer node only with (possibly significant) latency (under the assumption that the intermediate DA is not a proxy modifying the Origin-Host) and cannot detect an SGmb path failure (transient or non transient) or recovery and thus also a peer node failure w/o restart unless they need to exchange MBMS signalling. 
4
For these deployments with intermediate DAs, a new keep-alive mechanism could be defined to allow the immediate detection of a peer node restart and transient/non-transient path failure and recovery. It should be decided whether a generic Diameter base mechanism should be defined (possibly applicable to other Diameter base interfaces) or if this could be an SGmb specific mechanism. 
CT4 is invited to discuss the issues presented in this discussion paper and provide feedback / make decisions on the proposed conclusions. 
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