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Introduction

As per the revised WID on Reporting Enhancements in Warning Message Delivery (approved at CT#61), CT4 needs to specify procedures to restore the delivery of warning messages upon an eNodeB failure or restart. 

"eNodeBs becoming available for broadcasting (e) will trigger a restoration procedure which falls under the responsibility of CT4."

	Affected existing specifications *
[None in the case of Study Items]

	23.007
	
	Adding a restoration procedure for failures in eNodeB
	CT#63 (Mar 2014)
	CT4 responsibility


The restoration procedures should apply to Public Warning System (PWS), Earthquake and Tsunami Warning System (ETWS) and the Commercial Mobile Alert System (CMAS).
Public warning messages aims at delivering timely and accurate alerts, warnings and critical information regarding disasters and other emergencies. As has been learned from disasters such as earthquakes, tsunamis, hurricanes and wild fires, such a capability is essential to enable the public to take appropriate action to protect their families and themselves from serious injury, or loss of life or property. 
It is therefore important that the restoration procedures that CT4 is going to specify are reliable and comprehensive, with no loopholes even if those loopholes occur only rarely 

Figure 1 below represents the EPS architecture and the various failures that may affect the delivery of warning messages. 











Figure 1 – EPS architecture for warning message delivery and potential failure scenarios

As per stage 2 requirements (see clause 6 of 3GPP TS 23.041), an MME shall interface to only one CBC. This is also true in shared networks for which Warning System services are also provided via a single common CBC (see subclause 4.5 of 3GPP TS 23.251). 
MME failure/restart and SBc path failure/recovery do not affect warning message services as long as there are alternative MMEs and SBc paths to relay the warning message requests/responses between the CBC and the eNBs (the MME does only proxy the warning message requests per the existing PWS architecture). The CBC can distribute its requests via any MME of the MME pool, i.e. the MME pool provides redundancy if an MME or an SBc path fails as well as load balancing across the MMEs. 

CBC failures w/o restart can be addressed by deploying a redundant CBC. MMEs interface two different CBCs, but only one active at a time. Based on vendors' implementation and operators' deployment, a synchronization interface may exist between the CBCs to maintain the standby CBCs  aware of the warning messages scheduled by the active CBC. No specific restoration procedure is required in that case when a standby CBC takes over the control of the warning message service. This is not further discussed as being out of scope of 3GPP. If no such synchronization interface exists, a standby CBC that takes over the control of the warning message service can reset the warning message data in the eNBs of the geographical area the CBC is covering and re-initiate the broadcast of warning messages to get synchronized with all eNBs (a Stop-All procedure has been specified as part of Rel-12 to cover this case). 

So this discussion paper focuses on eNB failure/restart and S1AP path failure/recovery.  

Discussion
1/ In normal operation, an eNB receives the CBC requests over the S1-MME reference point, possibly via different MMEs of the MME pool. As long as all its S1AP paths stay operational, the warning message data in the eNB stays synchronized with the CBC.
2/ The loss of an S1AP path may cause a desynchronization of the warning message data between the eNB and the CBC, e.g. if the CBC attempts to send a Write-Replace-Warning-Request (WRWR) or a Stop-Warning-Request (SWR) while the S1AP path is down. 
a) New Write-Replace-Warning-Indication (WRWI) and Stop-Warning-Indication (SWI) messages have been specified in Rel-12 to allow the CBC to detect the cells in which WRWR or SWR are successful, and thus to derive those where the CBC requests failed and should be retried. However these new Rel-12 procedures are optional to support (both for the MME and CBC) and the exact CBC behaviour upon receipt of these messages has not been standardized, so it cannot be assumed that CBCs will always be capable to detect that an eNB did not get a WRWR or SWR message and to re-send the requests if this happens. 
b) Even if the CBC is capable to detect this error and tries to re-send the warning message requests via the same or an alternative MME, this is not guaranteed to succeed if the S1AP path is down between the eNB and the chosen MME. The CBC could at best retry periodically its request until S1AP recovers which is not optimal (extra signalling, latency once the failure is over).  
An eNB shall continue to broadcast warning messages, if any, during an S1AP path failure. 

However, the eNB shall reload its warning message data from the CN upon an eNB restart or upon recovery of one or more S1AP paths to ensure (an immediate) synchronization of the warning message data between the eNB and the CBC. The eNB shall then stop broadcasting on-going warning messages, if any, either immediately or after a pre-configured time period if the corresponding warning messages are not reloaded by the CBC. 

3/ To minimize any extra signalling in the network for reloading warning message data in eNBs, an eNB should be capable to save warning message data in persistent storage for use during eNB partial failure scenarios, when possible, when S1AP paths remains operational. 
However if the eNB partial failure impacts the warning message data storage, the eNB shall reload its warning message data from the CN (without having to tear down all the S1 sessions). Likewise, the eNB shall be capable to re-load its warning message data without having to send a new S1 Setup Request (i.e. without having to tear down all the S1 sessions) in certain scenarios, e.g.:  

· one cell in the eNodeB is re-stated or unbarred, or a new cell is provisioned in an eNB; 
· the warning message service is enabled/disabled at the eNB;

· on-line modification of an EmergencyArea: e.g. if the operator reconfigures the cell(s) of the eNB to make them part of a new Emergency Area. 
4/ The CBC shall be responsible for reloading the eNB with the warning message data (i.e. the MME should not do so) for the following reasons:
a) restoration procedures, which are triggered in rare scenarios, should not impact the system architecture specified by stage 2, where the MME is just expected to relay the warning message requests to eNB(s), without any storage in the MME of the warning message data.  From a 3gpp standards perspective, such an option in the MME would be quite a drastic and complex change. 

b) letting the MME reload warning message data in the eNB would create interoperability issues with existing CBC implementations: this would not work in scenarios where the CBC stops a warning message via a different MME than the one that was used to start the same warning message (e.g. due to a temporary SBc path failure at the time to stop the warning message or e.g. if the original MME is in overload).  
c) letting the CBC reloads the eNBs allows to address all failure scenarios by the same solution, including MME failures without restart.
5/  Two potential solutions have been considered so far to request the CBC to reload warning message data in the eNB. 
Solution A: the MME uses the S1 Setup Request from eNB as an indication that eNB needs reloading of its warning message data.




Figure 2 – Solution A - using S1 Setup Request as a trigger to reload PWS data from the CBC 

Solution B: the eNB sends a new Restart Indication message to the CBC via one MME.






Figure 3 – Solution B - New Restart Indication from eNB to CBC (acknowledged by CBC)
Both approaches are evaluated below.
Solution A (S1 Setup Request): 

· Pros:

· no new S1AP procedure, so less eNB and MME impacts
· no extra S1AP message (and no extra acknowledgment)  upon an eNB restart or upon recovery of one or more S1AP paths 

· may work with pre-Rel-12 eNB implementations

· Cons:

· does not address use cases where eNB needs to reload warning message data while S1 remains up (e.g. eNB partial failure impacting PWS data storage in eNB, operator disabling/enabling PWS service, individual cell restarting) 
· S1 setup request can not be used in these scenarios as this would lead to tear down all the S1 sessions of the eNodeB
· =>  S1 Setup Request does not suffice by its own (i.e. the solution is incomplete)
· no e2e acknowledgement between the eNB and CBC: 
· in rare occasions, the CBC will not reload the warning message data in the eNB if there is an SBc path failure at the time of the S1 Setup Request procedure (e.g. transient network failure near the CBC affecting all SBc paths, single MME or small MME pools) or if the MME is not able to send a Restart Indication to the CBC (e.g. MME in overload). 
Note that upon an eNB restart, each MME of the pool will attempt to send a Restart Indication to the CBC. But upon an S1AP path recovery, only one MME may do so, so the risk that the CBC misses one Restart Indication is bigger. 

· many Restart Indication are sent towards the CBC (one per each MME of the pool)
· need for an extra mechanism to enable the CBC to correlate that all these requests correspond to one and single eNB restart (e.g. by signalling the same eNB restart counter in all these messages)
· can create a surge of signalling at the CBC if multiple eNBs send an S1 Setup Request almost simultaneously.
Solution B (new S1AP Restart Indication): 

· Pros:

· generic and single solution for all use cases, including cases where eNB needs to reload warning message data while S1 remains up (e.g. partial failure impacting PWS data storage in eNB, operator disabling/enabling PWS service, individual cell restarting);
· results in one single Restart Indication sent to one MME and thus towards the CBC
· same approach as for GERAN/UTRAN (BSC/RNC initiated Restart Indication)

· e2e acknowledged procedure from eNB to CBC which guarantees that the CBC receives the eNB request to reload warning message data. In the rare events where the SBc path is down, the eNB can resend the Restart Indication via an alternative MME if it does not get an acknowledgement from the CBC.
· Cons:

· one new S1AP procedure, so more eNB and MME impacts
· one extra S1AP message upon an eNB restart or upon recovery of one or more S1AP paths
· one extra acknowledgement message 
· does not work with pre-Rel-12 eNBs

· if not all MMEs of the MME pool supports the warning message service, eNBs needs to be provisioned with the MMEs supporting the warning message service (or need to receive a corresponding indication in S1 Setup response).

· in rare occasions, may cause a small delay to reload the warning message data if the eNB needs to re-send the Restart Indication via an alternative MME when the SBc path between the first MME and CBC is down.

As stated in the introduction, the solution should be fully reliable with no loopholes, even if those loopholes occur only rarely. Solution A does not support means for the eNB to reload warning message data while S1 remains up (e.g. eNB partial failure impacting PWS data storage) and does not allow to restore warning message data if the MME(s) is (are) not able to send a Restart Indication when the S1 Setup procedure takes place. This solution also multiplies the signalling on the SBc interface and requires an extra correlation mechanism at the CBC. Solution B provides a generic solution covering all possible failure scenarios, at the price of defining an extra S1AP Restart Indication/Acknowledgement procedure. 

6/ Once the CBC is made aware that an eNB needs reloading, the CBC shall send new WRWR messages if it needs to reload warning message data in the eNB. Care should be taken to not distribute these WRWR messages to all eNBs serving the same EAI or TAI than the restarted eNB. 

So the Restart Indication over the SBc interface (whatever the solution retained in 5/) should contain a new eNB ID List IE carrying the identity of the restarted eNB(s), and the WRWR message should be enhanced with the same new eNB ID List IE to enable to route the subsequent WRWR messages only to those eNBs needing relaoding. An MME receiving a TAI list + eNB ID List IE would route the WRWR messages only to the eNBs indicated in the CBC request and also serving the TAI list.

7/ RAN3 agreed at their last meeting to wait guidance from CT1/CT4 on this issue. The following DISC paper (titled "copy from CT1, for information only") was only presented for overview. Chairman notes here-below:

	R3-131498
	PWS recovery mechanism considerations (Ericsson)
	Appr
Response in R3-131514
Waiting for CT LSin for guidance

Contribution presented for information

Add in Kill a global eNB identifier and eNB restarts without Broadcast


Conclusions
It is proposed to adopt the following principles for the restoration of warning message delivery upon an eNB failure or restart:
1. Upon an eNodeB restart, the eNodeB shall delete all its warning message data and send a Restart Indication to the CBC via one MME of the pool to request re-loading of its warning message data. 

2. Upon recovery of one or more S1AP paths, the eNodeB shall send a Restart Indication to the CBC to request re-loading of its warning message data. The eNodeB shall stop broadcasting on-going warning messages if any either immediately or after a pre-configured time period if the corresponding warning messages are not reloaded by the CBC.


3. In scenarios where the eNodeB needs to re-load its warning message data without tearing down all S1 sessions (e.g. eNodeB partial failure impacting the warning message data storage, cell restart, ...) the eNodeB shall send a Restart Indication to the CBC to request re-loading of its warning message data. 

4. Upon receipt of a Restart Indication, the CBC sends a Restart Acknowledgement to the eNodeB and re-send the warning message data to the eNodeB if any.


5. The Restart Indication and the WRWR message on the SBc interface contains a new eNB ID List IE to allow the MME to distribute the WRWR messages only towards the eNB(s) needing reloading of their warning message data. 
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4.  Restart Acknowledgement 
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