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1. Introduction
The Diameter overload impacts on PCC are quite specific and vary based on the impacted interfaces and functions (e.g. PCRF, DRA, etc.). This P-CR expands on the impacts of PCRF and DRA overload on an application by application basis and messages within the applications. Furthermore, it expands this clause to add a placeholder for covering the overload of other elements in the PCC architecture that interact with the PCRF over Diameter.
Additionally, clause 5.2.3 has been updated to include the current limitation of not being able to know when a node that was previously overloaded isn’t overloaded anymore.
2. Reason for Change
The PCRF/DRA overload sections need to be further expanded to provide a more detailed analysis on the impacts of such overload.
3. Conclusions

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809.
* * * First Change * * * *

5.2
Diameter Overload

5.2.1
Introduction

5.2.2
Diameter Overload Problem

Diameter (IETF RFC 6733 [2]) is protocol that enables the exchange of messages between Diameter nodes over TCP and SCTP connections. Communicating Diameter nodes can share a direct connection or be connected through other Diameter peers (Diameter agents). In normal conditions, any request sent by a Diameter client will be processed by a Diameter server in a given realm and the Diameter server will send back to the Diameter client a message indicating the result of the request (success/failure).

As described in the IETF Draft draft-ietf-dime-overload-reqs-05 [4], overload situations in a Diameter signaling network occur when the number of incoming requests exceeds the maximum request throughput supported by the receiving Diameter node. Reasons for these temporary overload cases are many and various in an operational network, including: insufficient internal resource capacity of a Diameter node faced with a sudden burst of requests e.g. after network failure/restart procedures affecting a large number of users, deficiency of a Diameter node component leading to a drastic reduction of the overall performances of the Diameter node, etc.

As a consequence of the overload situation, the answering Diameter node cannot successfully process the exceeding proportion of requests. These requests can be either simply dropped or extremely delayed in the processing. At best, the Diameter node may have enough internal resources to send back to the request initiator a message indicating that the requests cannot be successfully processed. Whatever the behavior of the overloaded Diameter nodes, the rate of successfully processed requests and consequently the overall performances of the network decrease.
5.2.3
Limitations of Existing Mechanisms in Diameter

The base Diameter protocol (IETF RFC 6733 [2]) provides two native mechanisms to explicitly indicate that a server is overloaded.

The first mechanism is to use of the Protocol Error "DIAMETER_TOO_BUSY" in the answer related to the request. This error is used by the Diameter node to indicate a specific server being requested might be busy and unable to provide the requested service. When receiving such an error code, the downstream Diameter node should attempt to send the message to an alternate peer. Shedding of messages or redirection of messages if there are other servers available to take over the load may be implemented in the downstream Diameter node in this case. While there is no detailed information of the severity of the overload state of the server. Furthermore, it can be imagined that in the case the server is already overloaded, it has to respond to each request with this error code, which may make things even worse. Although the recipient of the DIAMETER_TOO_BUSY error could send further requests to alternate peers (if applicable) to offload the overloaded node, there is no existing explicit indication of when the overloaded node is not overloaded anymore. This results in implementation specific handling that is not deterministic or optimal. 
Another mechanism is to use of the Protocol Error "DIAMETER_UNABLE_TO_DELIVER" in the answer related to the request. This error is used by the Diameter node in the case when a Diameter node cannot deliver the message to the destination, because no host within the realm supporting the required application was available to process the Request. Besides the case the host is overloaded and cannot respond the request, which may fall into this error scope, there are other cases which might also result in this error, e.g. the host is down, or transport failure is detected towards the host, or there is no host within the realm deployed to support the required application at all, or something else is wrong. So this error code is not reliable to be taken as an indicator for overload.

Another way to detect the server is overloaded may be that time out for session control happened for many times in the downstream Diameter node in the case no responses to requests are received from the server while the transport connection works well, then the downstream Diameter node may assume that the server is overloaded. It is neither reliable nor accurate and may take long time for the downstream Diameter node to realize overload might happen at the server. 

Besides the limitation indicated above for each, a common limitation with all the existing mechanisms is that the downstream Diameter node can only react after overload happens, i.e. after overload is detected. A mechanism for overload protection is worth investigated.

As a conclusion, the base Diameter protocol (IETF RFC 6733 [2]) provides very limited mechanisms to detect and overcome overload situations. These mechanisms are based on specific error handling or transport connection management at the server side. The default behaviour of the client relies only on the availability of alternate peers to offload the requests when the primary server is offloaded. However, these mechanisms are too loosely standardized to predict a generic behaviour of all the Diameter nodes present in the same network in case of overload. For a more sophisticated overload control mechanism, the specification effort is required at the application level. This effort could further detail the use of existing mechanisms for a given Diameter application, by clarifying the expected behaviour of clients and servers in case of overload. Moreover, being at the application level would allow defining new mechanisms to enhance the existing Diameter overload control mechanism.

* * * Next Change * * * *

5.3.3
Overload of PCC elements
5.3.3.1
Introduction

This clause covers the overload of the PCRF as well as the overload of different functions interacting with it over Diameter; specifically the  DRA, BBERF, PCEF, TDF and OCS. 
5.3.3.2
Overload of the PCRF

5.3.3.2.1
Introduction

The Policy and Charging Control architecture and stage 2 procedures are described in the 3GPP TS 23.203 [10]. Related stage 3 specifications are the 3GPP TS 29.212 [11], 3GPP TS 29.213 [12], 3GPP TS 29.214 [13] and 3GPP TS 29.215[14].
5.3.3.2.2
Causes of Overload

See subclause 5.3.1.
5.3.3.2.3
Impacts

A PCRF must be able to associate sessions established over the different reference points (Gx, S9, Gxa/Gxc) for the same UE or UE's IP CAN session. The actual reference points that need to be correlated depend on the scenario (e.g. roaming, LBO etc.). Depending on the operator deployment configuration and scenario, the same PCRF shall handle all UE’s sessions or simply all sessions associated with a UE’s IP-CAN session. For example, in the visited access case in roaming scenarios, all sessions for a UE shall be associated with the same V-PCRF/H-PCRF pair. The PCRF associates those sessions with session information related to the same UE obtained over the Rx, Sd or S9 reference point ("session binding"). The PCRF serving a UE is selected when the first Diameter session related to the UE or UE’s IP-CAN session is established. It keeps state related to the UE as long as there is an ongoing IP-CAN session for the UE and cannot be changed for that duration. However, a new PCRF can be selected when a UE attaches to the network if the PCRF selection is on a UE basis, or when the UE sets up a new IP CAN session if the PCRF selection is performed on an IP-CAN session basis.
A specialized Diameter Routing Agent (DRA) can be deployed to assist in the PCRF selection, when new PCC related Diameter sessions are being set up (see subclause 5.3.3.3) more than one PCRF exist in a Diameter realm.
Like any other overloaded node, an overloaded PCRF may:

· Reject requests with a DIAMETER_TOO_BUSY result code. When the scenario/configuration allows it, as specified in clause 5.2.3, a recipient of such error may try alternate PCRFs, reject the triggering procedure (e.g. PCEF rejects a resource modification request due to a CCA with this error), or possibly in certain cases retry the failed request when it deems the PCRF not busy anymore. As specified in 5.2.3, such determination is not currently defined in the standards, is implementation specific and is not deterministic. 
· Drop requests. The request initiator/intermediary typically times out the outstanding request and depending on the scenario/configuration, may have options such as retrying the request, rejecting the triggering request or sending the request to an alternate PCRF if applicable. 
· Drop existing transport connections/not accept incoming connections. The behaviour of elements interacting with the PCRF in this case will depend on whether they are peers of the PCRF (i.e. have  a direct connection to it) or are communicating to the PCRF via intermediaries (e.g. a PCEF communicating to the PCRF via a DRA). In general, this case, like the “dropping of requests”, is not an explicit indication of overload to elements interacting with the PCRF. The options available to the node trying to communicate with the PCRF are to reject the triggering procedure, send the request to an alternate PCRF if applicable, or retry/send the request when the connection to the PCRF is restored. 

In all of the above cases, retrying the request should be only performed if it doesn’t exceed the time budget the retrying node is allowed to use to complete the interaction with the PCRF, based on operator policies and configuration. As an example, if a PGW is configured to time out Gx requests after 2 seconds and has 5 seconds to respond back to a resource modification request from the SGW, it has room to retry a timed out Gx request once without exceeding its time budget of 5 seconds. If however the PGW only had 3 seconds to respond to the SGW, it cannot retry a timed out Gx request without risking the timeout of the GTP procedure initiated by the SGW. 
In the remainder of the section, we will analyse the impact of the PCRF overload on the different interfaces with or without a DRA.
5.3.3.2.3.a
Impacts when a DRA is not deployed 
Below is a logical non-roaming PCC architecture diagram as specified in TS 23.203[10]. It showcases the different interfaces to the PCRF. In this section, we will only be analysing interfaces where the PCRF is acting as the server. These are: Gx, Gxx, Sd and Rx. 
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Figure a: Overall PCC logical architecture (non-roaming) when SPR is used
Additionally, we will be analysing the roaming case which involves the S9 interface for both the home routed and visited access cases as shown in the below diagrams.
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Figure b: Overall PCC architecture (roaming with home routed access) when SPR is used
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Figure c: Overall PCC architecture for roaming with PCEF in visited network (local breakout)
5.3.3.2.3.a.a
Impacts on the Gx interface

The following requests may be impacted: 
· CCR with CC-Request-Type set to INITIAL_REQUEST: these requests are used to set up an IP-CAN session. 
· If the PCRF explicitly rejects such a request with DIAMETER_TOO_BUSY, the PCEF may either:

· Send the request to another PCRF if possible, i.e. if the PCEF is connected to multiple PCRFs and the scenario(e.g. non-roaming)/configuration allows it. This isn’t possible for example if the corresponding Gxx session has already been established with the “busy” PCRF as sending the Gx request to a different PCRF will result in Gx and Gxx sessions not being linked, causing the gateway control session to not get the proper QoS rules and as such, potentially impacting the end user’s traffic.
· Reject the IP-CAN session establishment towards the UE if the above is not possible. This would cause the PDN connection establishment to fail and potentially cause the UE to retry, causing additional load on the network.
· Apply local policy without rejecting the PDN connection establishment. This would not cause further load on the network; however, the services provided to the UE could be limited and potentially have charging impacts. In this case, the PCEF could re-attempt the Gx session establishment at a later point when the PCRF is deemed not busy (see section 5.2.3 for limitations related to this procedure). 
· If the PCRF drops the request, the PCEF will eventually time out the CCR transaction and may behave as follows:

· Retry the request at a later time; this would cause delays in the PDN connection setup. If the PCRF is still busy then and drops the request, the PCEF will need to resort to one of the options specified above in the handling of the DIAMTER_TOO_BUSY result-code.
· Apply one of the behaviours defined in the DIAMETER_TOO_BUSY handling.
· If the connection to the PCRF is dropped or unavailable, the PCEF may behave as follows:

· Send the request to an alternate PCRF if applicable and possible given the scenario/configuration.

· Send/Retry the request when the connection to the PCRF is restored. This option should be only used if the above option isn’t possible and the time budget is not exceeded as explained in 5.3.3.2.3. 
· Reject the IP-CAN session establishment as specified in the DIAMETER_TOO_BUSY handling.
· CCR update requests: these requests are used to update an IP-CAN session. Such updates can be due to various reasons, e.g. RAT change, location update, request of bearer modification, notification of rule failure or bearer loss, usage reporting, etc. In this case, update requests cannot be sent to another PCRF. 
· If the PCRF explicitly rejects such a request with DIAMETER_TOO_BUSY, the PCEF may either:
· Reject the PDN connection update procedure. This can have a number of impacts, depending on the reason for the update. For example, a RAT change could cause the handoff to the new access to fail. If the target access is the only one available, this could cause service interruption. 
· Deactivate the PDN connection. Although this is a drastic measure, if the PCEF can communicate with multiple PCRFs, it may allow the PDN connection re-establishment to be sent to an available and non-busy PCRF, as such potentially restoring service to the end user.
· Apply local policy without rejecting the PDN connection update. This has similar implications as the ones specified for the IP-CAN session establishment case. Additionally, this could have impact on other existing sessions, such as Rx for instance. If the IP-CAN session update was related to information relevant to the Rx session (e.g. associated rule failure, loss of bearer, etc.), the AF would not be informed of such events.
· If the PCRF drops the request, the PCEF will eventually time out the CCR transaction and may behave as follows;

· Retry the request, which would cause further load on the busy PCRF.

· Apply one of the behaviours specified for the DIAMETER_TOO_BUSY case. 
· If the connection to the PCRF is dropped or unavailable, the PCEF may behave as follows:

· Send/Retry the request when the connection to the PCRF is restored. 

· Apply one of the behaviours specified for the DIAMETER_TOO_BUSY case. 

· CCR termination requests: these requests are used to terminate an IP-CAN session. The PCEF should either re-attempt the Gx session termination at a later time or simply clean up its session context locally. The impacts in case the session isn’t properly cleaned up at the PCRF is that other related sessions (e.g. Rx, S9, etc.) will not be properly aborted or updated. 
5.3.3.2.3.a.b
Impacts on the Gxx interface

The following Gxx requests may be impacted:
· CCR with CC-Request-Type set to INITIAL_REQUEST: these requests are used to set up a gateway control session. This request can be initiated based on different events: PDN connection establishment or BBERF relocation for case 2b (as defined in TS 29.213[12]) and local IP address assignment for case 2a (as defined in TS 29.213[12]). 
· If the PCRF explicitly rejects such a request with DIAMETER_TOO_BUSY, the BBERF may behave as follows:
· Send the request to a different PCRF in case 2a if such PCRF is available, or in case 2b if this request was due to an IP-CAN session establishment, assuming the scenario (non-roaming)/configuration allows for it.
· In case 2b and BBERF relocation, sending the request to an alternate PCRF is not possible as the Gxx session has to be linked with the previously set up Gx session. As such, the handling of this case is similar to a session update where the BBERF cannot choose another PCRF to handle the request.
· Reject the triggering request to establish the gateway control session. This can lead to the PDN connection establishment to fail in case 2b or for the UE not to potentially not be able to attach in case 2a.

· Apply local policies and accept the request. The implications here are that the Gxx and corresponding Gx session will not be linked, causing a potential mismatch in QoS rules.
· If the PCRF drops the request or the connection or the connection isn’t available, in addition to the above options, the BBERF can retry the request again to the same PCRF (when and if the connection is available), which could cause further load on the PCRF and a delay in the gateway control session establishment.
· CCR update requests: these requests are used to update a gateway control session. Such updates are usually sent due to either a resource modification request or a QoS rule failure notification. Such requests cannot be sent to alternate PCRFs; the impact and possible behaviors of the BBERF are similar to the Gx case and PCEF.  

· CCR termination requests: these requests are used to terminate a gateway control session. The behaviour of the BBERF is similar to the PCEF handling in the case of Gx. 
5.3.3.2.3.a.c
Impacts on the Rx interface

Rx sessions are dependent on the existence of the corresponding Gx session. As such, the impact of PCRF overload on Rx is different from the other applications.
The following are Rx requests initiated by an AF:

· AAR to setup a session: These requests are sent to either perform the initial provisioning of session information related to media flows or to establish a session associated with the AF signalling  session. 
· If the PCRF explicitly rejects such a request with DIAMETER_TOO_BUSY, the AF may behave as follows:

· Reject the corresponding procedure that triggered the Rx AAR. Depending on the AF and procedure, the impact would vary. For example, in the case of IMS and Rx AAR triggered by a SIP REGISTER, rejecting the SIP registration will not allow the user to establish or receive calls. On the other hand, if the Rx AAR is triggered by a SIP INVITE, rejecting it would impact the call being established. In both cases, the likelihood is that the UE will re-attempt the failed procedure and as such, further contributing to the PCRF and potentially P-CSCF/SIP load.
· Allow the AF procedure to complete and apply local policy. The drawback in this approach is that it could have charging and QoS impacts. The AF could in addition retry the Rx request at a later time.
· If the PCRF drops the AAR or if the connection is dropped/not available, the AF can retry the request at a later time. In this case, the AF procedure can be allowed (e.g. in the case of IMS, the SIP procedure), so no delay is incurred while waiting to retry the Rx request. Eventually, if enough retries fail, the AF would need to resort to one of the options above. 
· AAR to update an existing session. The AF may behave similarly to session establishment. The impact on the UE may differ here as rejecting a session modification may not be as impactful as rejecting a session establishment. For example, in the case of IMS, if a SIP re-INVITE is sent to add video to an audio only call, the video may not be added, but the audio call can continue without being impacted.
· STR to terminate a session. The AF may behave similarly to the PCEF on session termination, i.e. clean up session state locally or retry the request at a later time. The impact of simply cleaning up state locally is that the corresponding Gx session would end up with “stale” PCC rules, possibly causing dedicated resources to be held up in the RAN and possibly having charging impacts. 
5.3.3.2.3.a.d
Impacts on the S9 interface

The S9 interface is used between a V-PCRF and an H-PCRF. It carries both S9 and Rx application messages. There are different cases that need to be analysed:
· Overload of the V-PCRF

· Overload of the H-PCRF

Additionally, we need to consider the home routed case as well as the visited access case. 
One of the main differences with the non-roaming case is that S9 is an inter-operator interface and as such, corresponding traffic goes through IPX and traverses multiple Diameter agents (e.g. DEA, etc.). Additionally, operators typically hide their internal topology from other operators. As such, if the H/V-PCRF is overloaded and responds back to an S9 request with DIAMETER_TOO_BUSY, the error the V/H-PCRF will receive may be DIAMETER_TOO_BUSY or other errors as intermediaries may modify the original result code especially that the responding PCRF’s identity is not typically included in the answer seen by the requesting PCRF. As such, properly handling the overload of the H/V-PCRF with the current standard procedures will be challenging.
5.3.3.2.3.a.d.a
Overload of the H-PCRF
In the home routed case, all the interfaces go to the H-PCRF except for Gxx which terminates on the V-PCRF in case 2a and case 2b as defined in TS 29.213[12]. If the H-PCRF is overloaded, the impact on Gx, Sd, Rx is similar to the non-roaming case. The impact on S9 is similar to the impact on Gxx in the non-roaming case. Specifically because S9 in this case is only used to convey gateway control session related procedures. Note that although the impact to S9 is similar to Gxx, it does differ due to the multitude of agents and IPX it needs to traverse as explained in 5.3.3.2.3.a.d.
In the visited access case, all the interfaces go to the V-PCRF except for certain cases where the AF is in the H-PLMN, in which case Rx goes to the H-PCRF.  In this case, the impact of the H-PCRF overload on the V-PCRF is similar to the impact of the PCRF overload on the PCEF in the non-roaming case. The V-PCRF may be unable to request PCC rules from the H-PCRF or report events happening in the V-PLMN. In these cases, the V-PCRF would need to act based on operator policies and roaming agreements and either reject the requests that triggered S9 (e.g. Gx, Gxx) or respond successfully back to its clients if the scenario and roaming agreements allow it.
5.3.3.2.3.a.d.b
Overload of the V-PCRF
The V-PCRF acts as the client over the S9 interface. However, it acts as a server to locally connected clients (e.g. BBERF).  From the H-PCRF perspective, the V-PCRF acts as its point of contact to provision decision rules and information on the corresponding BBERF/PCEF/TDF in the V-PLMN. The V-PCRF acts as a proxy (or back-to-back agent) with regards to Rx messages sent over S9. When the V-PCRF is overloaded, its impacts to the H-PCRF are similar to impacts of an overloaded DRA. The impact of the V-PCRF overload to other entities (e.g. BBERF) are similar to the overload of a PCRF in the non-roaming case.
5.3.3.2.a.e
Impacts on the Sd interface

The Sd interface can be used in two ways: solicited and unsolicited. The impacts of overload of the PCRF vary depending on the mode and procedure.
The following messages may be impacted:

· CCR with CC-Request-Type set to INITIAL_REQUEST: this request is sent by the TDF to establish an Sd session with the PCRF in the unsolicited reporting case. Given that the Sd session has to be bound to an existing Gx session, the TDF cannot send this request to a different PCRF. The impact on the TDF in this case is that the session establishment will have to be delayed and retried at a later time. The impact is simply that the PCRF isn’t informed of the potentially detected applications on the TDF until the session establishment can succeed.
· CCR with CC-Request-Type set to UPDATE_REQUEST: this request is sent by the TDF for various reasons, including application detection, usage reporting, etc. Whether the PCRF responds with DIAMETER_TOO_BUSY or drops the request, the TDF should retry the request later if it’s still applicable (e.g. application that was detected is still running). This is especially critical in cases of usage reporting as their impacts go beyond the IP-CAN session. 
· CCR with CC-Request-Type set to TERMINATION_REQUEST: this request is initiated by the TDF based on a request from the PCRF to release the session. In this case, if accumulated usage has not been reported to the PCRF, the TDF should attempt to retry the request at a later time. Otherwise, the TDF can clean up its session context locally.
5.3.3.2.3.b
Impacts when a DRA is deployed

When a DRA is deployed between the clients and the PCRF, the impact of PCRF overload may be different than the deployment with no DRA. In this section, we will only analyse additional impacts due to the DRA.
A DRA can be deployed in three different modes as defined in TS 29.213[12]:

· Proxy agent always in the path, also referred to as PA1

· Proxy agent in the path on session establishment only, also referred to as PA2

· Redirect agent
The redirect DRA is not in the path of messages from/to the PCRF. As such, it cannot intercept error responses, realize that requests were dropped, connections lost, etc. For this reason, the only DRA modes that are analysed in this section are PA1 and PA2. 
5.3.3.2.3.b.a
Impacts on the Gx interface

Below are the impacts of the PCRF overload on Gx when a DRA is deployed:

· CCR with CC-Request-Type set to INITIAL_REQUEST. If the PCRF returns a DIAMETER_TOO_BUSY response and if the scenario/configuration allows the DRA to select another PCRF, the DRA can select another PCRF that is available and not busy. In the case where the request is dropped by the PCRF, the DRA may be able to retry the request to the same PCRF or select an alternate PCRF if the scenario/configuration allows it. Similarly, when the connection to the PCRF is dropped/unavailable, the DRA may be able to select an alternate PCRF if applicable to send/retry the request when the connection is restored. If the DRA is unable to select a PCRF to successfully process the request, it should respond back to the PCEF with an error. The error should be carefully chosen to properly convey the error to the PCEF without causing unnecessary retransmissions (e.g. DIAMETER_UNABLE_TO_DELIVER when the PCRF is busy) or misrepresentations (e.g. sending DIAMETER_TOO_BUSY when the DRA itself is not busy and the request was not directed to a specific PCRF). There aren’t very appropriate result codes that are currently available in the IETF or 3GPP specs for this case. 
· CCR with CC-Request-Type set to UPDATE_REQUEST. The DRA cannot send this request to other PCRFs. As such, it can retry the request before responding to the client or simply respond back to the client with an error. If the PCRF had returned a DIAMETER_TOO_BUSY, the DRA may relay this error code. Otherwise, if the request was dropped, the DRA may respond with DIAMETER_UNABLE_TO_DELIVER.
· CCR with CC-Request-Type set to TERMINATION_REQUEST. The DRA can:

·  Respond successfully to the PCEF and retry the termination request to the overloaded PCRF later.
· Alternatively update its binding by removing the corresponding session. This could impact all associated sessions (e.g. Rx) as the DRA may not be able to route such requests to the corresponding PCRF.  In this case, the DRA can respond back to the PCEF either successfully or with a permanent error to avoid further retransmissions of the termination request from the client. 
5.3.3.2.3.b.b
Impacts on the Gxx interface

The impacts when a DRA is deployed are similar to the Gx interface. 
5.3.3.2.3.b.c
Impacts on the Rx interface

Rx requests have to be routed to the same PCRF that handled the corresponding Gx session. As such, if that PCRF is overloaded, the DRA will not be able to re-route the requests to other PCRFs. As such, its behaviour with regards to Rx requests will be similar to the handling of Gx update messages.
5.3.3.2.3.b.d
Impacts on the S9 interface
In the home routed case in cases 2a and 2b, the impact on S9 based on H-PCRF overload is similar to impacts on Gxx in the non-roaming case. Conversely, the impact on S9 based on V-PCRF overload is similar to the overload of a DRA in the non-roaming case as explained in clause 5.3.3.2.3.a.d.b.
5.3.3.2.3.b.e
Impacts on the Sd interface

The impact is similar to Rx as Sd requests need to be sent to the same PCRF that handled the corresponding Gx session. 

5.3.3.3
Overload of the DRA used for the PCRF selection

5.3.3.3.1
Introduction

The Policy and Charging Control architecture and procedures related to the Diameter Routeing Agent (DRA) are described in the 3GPP TS 23.203 [10] and 3GPP TS 29.213 [12].
5.3.3.3.2
Causes of Overload

See sub clause 5.3.1.
5.3.3.3.3
Impacts

In order to ensure that all Diameter sessions for Gx, S9, Gxa/Gxc, Rx and Sd (when the unsolicited application reporting applies) for a certain IP‑CAN session reach the same PCRF when multiple and separately addressable PCRFs have been deployed in a Diameter realm, an optional logical "Diameter Routing Agent (DRA)" function is enabled. The DRA acts as a proxy agent or a redirect agent. In addition the DRA stores information about the assigned PCRF for a UE and IP CAN session. The DRA selects the PCRF at IP CAN session or Gateway Control session establishment and stores the PCRF address. After IP CAN session or Gateway Control Session establishment, the DRA ensures that the same PCRF is contacted for all related Rx, Gxa/Gxc, Gx, S9 and Sd Diameter Sessions. 
It is assumed in the 3GPP TS 23. 203 [10] that there is a single logical DRA serving a Diameter  realm. This single logical DRA can be deployed as different addressable entities.
As described in clause 5.3.3.2.3.b, a DRA can be deployed in three different modes: PA1, PA2 and redirect agent. 
When a DRA node is overloaded, like any other node, it may reject requests with a DIAMETER_TOO_BUSY result code or simply drop messages/connections as specified in 5.3.3.2.3. 
5.3.3.3.3.a
Proxy Agent 1 (PA1)
When a DRA running as PA1 is overloaded, its impacts on clients of the PCRF (e.g. PCEF, BBERF, AF) is similar to a deployment with no DRA when the PCRF is overloaded (see clause 5.3.3.2.3.a). This is because all messages between the clients of the PCRF and the PCRF go through the DRA.
The main difference with an overloaded PCRF is that if multiple addressable DRA entities are deployed in a realm, clients may be able to send their requests through any of these DRA entities as it is assumed that all these separately addressable entities act as one single logical DRA. As such, binding information will be available to properly route requests to the corresponding PCRF.
Additionally, when the DRA is overloaded, the PCRF is impacted as well, as messages from the PCRF may be rejected or dropped before they reach the client. There are two categories of messages originated by the PCRF that are impacted:

· Answers that are dropped by the DRA will result in timeouts at the client, without the knowledge of the PCRF. The client will detect that no answer was received for its request and may retry the request (possibly causing further overload) or fail the triggering procedure (e.g. resource modification request). If the request is not eventually successfully retried, this can cause a session state mismatch between the PCRF and its clients (e.g. Gx CCA dropped by the DRA). Depending on the application and message contents, this can have impacts from charging, usage monitoring, to QoS (e.g. no dedicated bearers are setup for an IMS call, charging information not conveyed to PCEF, etc.). 
· Requests can be rejected or dropped. They will need to be handled by the PCRF similarly to how its clients, i.e. retry to another DRA entity if applicable (different route), retry later or fail the procedure. If the procedure is failed, this could cause calls to be dropped (e.g. if Gx RAR is triggered by Rx, the corresponding Rx session may need to be aborted), charging to not be applied properly, usage monitoring, etc.
5.3.3.3.3.b
Proxy Agent 2 (PA2)

When a DRA running as PA2 is overloaded, its impacts on clients of the PCRF (e.g. PCEF, BBERF, AF) is different from a DRA running as PA1. The main difference is that not all messages go through the DRA. Instead, only session establishment requests as well as termination requests for certain applications (Gx, Gxx, S9). 
Session establishment requests are impacted in the same way as PA1. Session update requests are not impacted as they go directly to the destination bypassing the DRA. Session termination requests for applications other than Gx, Gxx and S9 are not impacted as they also are sent directly to the PCRF. Session termination requests for Gx, Gxx and S9 are impacted as they are supposed to go through the DRA. However,  if the DRA rejects the termination request with a DIAMETER_TOO_BUSY result-code or drops the request, the client could try to send it directly to the PCRF. This will ensure that the PCRF cleans up the corresponding state and related sessions (e.g. if Gx is terminated, Rx would need to be aborted, etc.). However, the drawback is that the DRA will end up with a stale binding, as it would think that the session is still active. 
5.3.3.3.3.c
Redirect Agent

When a DRA is running as a redirect agent, its impacts are similar to the PA2 case. 
5.3.3.a
Overload of the PCEF
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5.3.3.b
Overload of the BBERF

5.3.3.b.a
Introduction

5.3.3.b.b
Causes of Overload

5.3.3.b.c
Impacts
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5.3.3.d
Overload of the AF
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Causes of Overload

5.3.3.d.c
Impacts
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* * * End of Changes * * * *
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