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1. Introduction
In addition to the throttling methods currently described in the TR (reduction of a %age of traffic, and reduction by setting a maximum sending rate), another method should be considered (setting a maximum number of pending messages unanswered by the server) which has proven to be very effective in live deployments, especially to manage sudden peaks of traffic.
2. Reason for Change
The TR does not describe currently the throttling method by window size, so it should be added for consideration.
3. Conclusions

-
4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.809 v0.2.0.
* * * First Change * * * *

6.4.4
Message Throttling 
6.4.4.1
General
Message throttling consists of adapting the rate of messages sent to an overloaded server by relying on the obtained overload information.
Several considerations should be taken into account when doing message throttling:

-
On which type of messages the throttling is to be applied with possible priorities:

-
 the various request commands used in a Diameter application have not all the same importance, so a priority can be introduced when throttling. MAP allows operators to define priorities among MAP procedures;

- 
some Diameter messages may be related to emergency situations or to high priority users and should not be throttled;

-
above behaviours are Diameter application dependent but it remains compatible with the objective to have a mechanism for transferring overload information (AVPs) which can be applied to any Diameter application.

·  Where the throttling is to be applied:

  -
applying throttling as close to the source as possible can avoid spreading the problem inside the network and using resources of intermediate nodes in the network for signalling that would anyhow be discarded by the overloaded server node;
- 
 Intermediate nodes may have a broader view of the network, or more specific information about servers, than do clients.  In these cases, intermediaries may be the most effective place to apply overload control actions, including throttling e.g. by dropping, rejecting, delaying messages.
- 
when taking into account other behaviour regarding which messages to throttle, the Diameter client may be well placed  to take appropriate actions, as it may have the knowledge specific to the application that intermediaries may not have.  In these cases, the client may most effectively decide which messages to throttle and also to react towards sources of the request traffic e.g. by dropping, rejecting, delaying messages;
-
the client throttling will remain compatible with intermediate DAs which do throttling according to operator policies, taking into account that the traffic delivered to the server should be close to the optimal maximum;
- 
when clients do not support the overload control feature, throttling may be applied by an intermediate node supporting the overload control feature.

6.4.4.2
Throttling by Throttling Factor

When a Diameter server reports overload to clients, the Overload Information received by the clients may be converted (e.g. based on a negotiated algorithm) into a throttling factor if not explicitly received. A throttling factor of e.g. 10% indicates that the clients will not send every tenth request message on average that would have otherwise been sent to the server. This means that future traffic will be 10% less than would have been without throttling. It does not necessarily mean that future traffic will be 10% less than past traffic. Traffic can still increase although throttling is in place. Similarly, when a client takes additional actions (e.g. an MME asks the UE not to retry before a certain delay), it may not be possible for the client to calculate how much traffic reduction the additional action causes; the client will simply reject (i.e. not send to the server) every tenth request message it becomes aware of. This may result in less future traffic than expected. Overloaded Diameter Servers are expected to adjust the reported Overload Information when the resulting throttling is too high or too low.

6.4.4.3
Throttling by maximum Rate

When a Diameter server reports overload to clients, the Overload Information received by the clients may be converted (e.g. based on a negotiated algorithm) into a maximum rate if not explicitly received. A maximum rate of e.g. 500 requests per second indicates that the client will reduce future traffic (i.e. treat as many requests as failed) so that the maximum of 500 requests per second sent to the server is not exceeded.
6.4.4.x
Throttling by window of unanswered messages
When a Diameter server reports overload condition to its clients, it may indicate a maximum number of unanswered messages (window) that the client must not exceed.
When the number of unanswered messages reaches the specified limit, the client should stop sending further messages to the server; then, as soon as the server answers some of the pending messages, the client may continue sending further messages to the server until the window limit is reached again.
It should be noted that, in order for the window mechanism to be efficient, those messages that timeout on the client due to being answered very late by the server, or simply discarded, should count as answered by the window mechanism on the client (i.e. they should decrease the number of pending messages to be answered).
The server should be able to indicate to the client that a higher window limit applies as soon as the overload condition disappears. If the server does not support window advertisement, the client should use a locally configured window size.

The server could indicate different window sizes depending on the nature of the overload condition (e.g., if the server detects peaks of traffic coming from only one source, it may apply a bigger window size to that client; on the other hand, if the server gets heavy traffic from many different sources, it may apply a smaller window size to each individual source of overload).
This mechanism may be combined with other criteria, such as application-dependent message priority (see clause 6.4.5); in that case, the client may be able to exceed the window of pending messages but only for those messages with very high priority (e.g. MPS or emergency related traffic). Note that those high-priority messages should still increase the number of unanswered messages (i.e., normal window handling) when the window limit is not reached, and only get a special handling once the window has been filled.
In addition, a more advanced handling of priority messages could be to have separate throttling windows per message category.
* * * End of Changes * * * *

