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1. Introduction

During the last CT4 meeting, an offline meeting was held with the aim to review the IETF draft "Diameter Overload Control Requirements" (draft-ietf-dime-overload-reqs-03). The result of this discussion has been provided in draft P-CR in the form of a Table indicating whether each requirement is acceptable from a 3GPP point of view. Based on this draft P-CR, further comments have been raised, discussion at the 3GPP level and on the IETF DiME WG list and the IETF draft has been updated twice. The present P-CR is an update version of the draft P-CR that lists the updated set of requirements and possible associated comments.
As the current set of requirements may be updated with a new version of the IETF draft, this table will have to be maintained up-to-date till the freeze of the draft and the publication of the corresponding RFC.
2. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.1.0, in the subclause 6.5 related to 3GPP-IETF Requirements Gap Analysis.
* * * First Change * * * *

6.5
3GPP-IETF Requirements Gap Analysis
6.5.1
General 3GPP requirements

Requirements for Diameter overload in the context of the 3GPP applications using Diameter based interfaces refer to the requirements that are described in IETF Draft draft-ietf-dime-overload-reqs-05 [4].

The mechanism shall allow distinguishing between:

· Load information which allows upstream Diameter nodes to instigate actions to prevent overload such as load balancing. This should allow a more dynamic load balancing than relying on pre-configured weights, especially when a node restarts (and is thus not loaded at all);

· Overload information which, when transferred, allows upstream Diameter nodes to take overload control actions.

3GPP has the following requirements for the mechanism to convey the load/overload information between nodes:

-
Be the same whatever the Diameter applications;

-
Not to require a redefinition of existing Diameter applications (protocol), even though the application SW will have to be modified;

-
Involve Diameter end points and agents where relevant;

-
Support different overload scopes, e.g. traffic overload for a node, a realm, an application;

-
Negotiate an overload control algorithm with a default;

-
Allow some control on which load/overload information may be sent outside a PLMN;

-
To allow exchange of load /overload information between nodes that are connected by intermediaries that do not support the mechanism;

-
To allow extensibility.

Editor’s note:
3GPP acceptance of the above requirements and of the existing requirement list of IETF Draft draft-ietf-dime-overload-reqs-05 [4] is to be confirmed. Pending cases as well as possible new requirements need to be addressed.
6.5.x
Review of IETF Requirements

The IETF Draft draft-ietf-dime-overload-reqs-05 [4] provides a set of normative requirements for an improved overload control mechanism over Diameter. The aim of this subclause is to review this set of requirements from a 3GPP point of view, considering that 3GPP will be a major consumer of this foreseen overload mechanism.

The list of requirements is ordered as currently defined in the IETF Draft draft-ietf-dime-overload-reqs-05 [4]. And for each requirement, a status (Y/N) is given to indicate whether the requirement is relevant from a 3GPP point of view. When required, further clarifications are provided in the "Comments" column.
Table 6.5.x/1: IETF Requirements Review
	#
	Existing Requirement
	Y/N
	Comments

	REQ1
	The overload control mechanism MUST provide a communication method for Diameter nodes to exchange load and overload information
	Y
	

	REQ2
	The mechanism MUST allow Diameter nodes to support overload control regardless of which Diameter applications they support.
	Y
	This requirement is OK if it aims to recommend that the overload control mechanism must be supported by any node supporting any Diameter application. It must be understood that this requirement does not imply that the overload control mechanism must be "transparent" for application (that would contradict other requirements). There has been concern expressed that this requirement should also ensure that Diameter clients receive sufficient information to behave gracefully.

. It is recommended that the following sentence be added: "Diameter clients must be able to use the received load and/or overload information to support graceful behavior during an overload condition. Graceful behavior under overload conditions is best described by REQ 3."

	REQ3
	The overload control mechanism MUST limit the impact of overload on the overall useful throughput of a Diameter server, even when the incoming load on the network is far in excess of its capacity.  The overall useful throughput under load is the ultimate measure of the value of an overload control mechanism
	Y
	

	REQ4
	Diameter allows requests to be sent from either side of a connection and either side of a connection may have need to provide its overload status.  The mechanism MUST allow each side of a connection to independently inform the other of its overload status
	Y
	

	REQ5
	Diameter allows nodes to determine their peers via dynamic discovery or manual configuration. The mechanism MUST work consistently without regard to how peers are determined
	N
	This requirement is out of scope as it considers procedures that take place before the Diameter connection establishment 

	REQ6
	The mechanism designers SHOULD seek to minimize the amount of new configuration required in order to work. For example, it is better to allow peers to advertise or negotiate support for the mechanism, rather than to require this knowledge to be configured at each node
	N
	The “SHOULD” is likely too strong here. This requirement is difficult to enforce/verify and for some configurations it could even be better to rely on pre-configured information for instance.

	REQ7
	The overload control mechanism and any associated default algorithm(s) MUST ensure that the system remains stable. At some point after an overload condition has ended, the mechanism MUST enable capacity to stabilize and become equal to what it would be in the absence of an overload condition.

Note that this also requires that the mechanism MUST allow nodes to shed load without introducing non converging oscillations during or after an overload condition.
	Y
	This requirement is valid whatever the type of environment, i.e. mixed or homogeneous environment.

	REQ8
	Supporting nodes MUST be able to distinguish current overload information from stale information, and SHOULD make decisions using the most currently available information.
	Y
	

	REQ9
	The mechanism MUST function across fully loaded as well as quiescent transport connections.  This is partially derived from the requirement for stability in REQ 7.
	Y
	

	REQ10
	Consumers of overload information MUST be able to determine when the overload condition improves or ends.
	Y
	The consumer of overload information could be also interested to determine when an overload starts. 

It is also commented that multiple overload degrees must be considered when considering "improvement" of overload condition (cf. REQ 22)

	REQ11
	The overload control mechanism MUST be able to operate in networks of different sizes
	Y
	

	REQ12
	When a single network node fails, goes into overload, or suffers from reduced processing capacity, the mechanism MUST make it possible to limit the impact of this on other nodes in the network.  This helps to prevent a small-scale failure from becoming a widespread outage
	Y
	This requirement is true for one or several nodes

	REQ13
	The mechanism MUST NOT introduce substantial additional work for node in an overloaded state.  For example, a requirement for an overloaded node to send overload information every time it received a new request would introduce substantial work.  Existing messaging is likely to have the characteristic of increasing as an overload condition approaches, allowing for the possibility of increased feedback for information piggybacked on it.
	Y
	It is commented that this requirement seems useless when defining requirements for overload control mechanism.

	REQ14
	Some scenarios that result in overload involve a rapid increase of traffic with little time between normal levels and overload inducing levels.  The mechanism SHOULD provide for rapid feedback when traffic levels increase
	Y
	

	REQ15
	The mechanism MUST NOT interfere with the congestion control mechanisms of underlying transport protocols.  For example, a mechanism that opened additional TCP connections when the network is congested would reduce the effectiveness of the underlying congestion control mechanisms
	Y
	

	REQ16
	The overload control mechanism is likely to be deployed incrementally. The mechanism MUST support a mixed environment where some, but not all, nodes implement it.
	Y
	

	REQ17
	In a mixed environment with nodes that support the overload control mechanism and that do not, the mechanism MUST result in at least as much useful throughput as would have resulted if the mechanism were not present.  It SHOULD result in less severe congestion in this environment.
	Y
	

	REQ18
	In a mixed environment of nodes that support the overload control mechanism and that do not, the mechanism MUST NOT preclude elements that support overload control from treating elements that do not support overload control in a equitable fashion relative to those that do. users and operators of nodes that do not support the mechanism MUST NOT unfairly benefit from the mechanism.  The mechanism specification SHOULD provide guidance to implementors for dealing with elements not supporting overload control.
	Y
	

	REQ19
	It MUST be possible to use the mechanism between nodes in different realms and in different administrative domains.
	Y
	

	REQ20
	Any explicit overload indication MUST be clearly distinguishable from other errors reported via Diameter.
	Y
	

	REQ21
	In cases where a network node fails, is so overloaded that it cannot process messages, or cannot communicate due to a network failure, it may not be able to provide explicit indications of the nature of the failure or its levels of congestion.  The mechanism MUST result in at least as much useful throughput as would have resulted if the overload control mechanism was not in place.
	Y
	It was commented the mechanism should support implicit mechanism to quickly react in real-time to overload situations or network failure and not only "properly function in these cases"

	REQ22
	The mechanism MUST provide a way for an node to throttle the amount of traffic it receives from an peer node.  This throttling SHOULD be graded so that it can be applied gradually as offered load increases.  Overload is not a binary state; there may be degrees of overload.
	Y
	

	REQ23
	REMOVED
	n/a
	

	REQ24
	The mechanism MUST provide sufficient information to enable a load balancing node to divert messages that are rejected or otherwise throttled by an overloaded upstream node to other upstream nodes that are the most likely to have sufficient capacity to process them.
	Y
	Ok with the principle but it is important to note that load balancing for session-related requests may not be possible.

	REQ25
	The mechanism MUST provide a mechanism for indicating load levels even when not in an overloaded condition, to assist nodes making decisions to prevent overload conditions from occurring
	Y
	

	REQ26
	The base specification for the overload control mechanism SHOULD offer general guidance on which message types might be desirable to send or process over others during times of overload, based on application-specific considerations.  For example, it may be more beneficial to process messages for existing sessions ahead of new sessions. Some networks may have a requirement to give priority to requests associated with emergency sessions.  Any normative or otherwise detailed definition of the relative priorities of message types during an overload condition will be the responsibility of the application specification.
	Y
	As it stands, it could be OK. But the requirement could only be "the mechanism SHOULD allow message prioritization in case of overload". The rest is irrelevant as message prioritization will have to be anyway defined per application.
Moreover, it is also commented that message prioritization is valid for emergency but also high priority sessions (e.g. MPS) and this should be highlighted in the TR.

	REQ27
	The mechanism MUST NOT prevent a node from prioritizing requests based on any local policy, so that certain requests are given preferential treatment, given additional retransmission, not throttled, or processed ahead of others
	N
	Useless as it is impossible to enforce this requirement.

	REQ28
	The overload control mechanism MUST NOT provide new vulnerabilities to malicious attack, or increase the severity of any existing vulnerabilities.  This includes vulnerabilities to DoS and DDoS attacks as well as replay and man-in-the middle attacks.  Note that the Diameter base specification [RFC6733] lacks end to end security and this must be considered
	Y
	

	REQ29
	REMOVED
	n/a
	

	REQ30
	The mechanism MUST NOT depend on being deployed in environments where all Diameter nodes are completely trusted.  It SHOULD operate as effectively as possible in environments where other nodes are malicious; this includes preventing malicious nodes from obtaining more than a fair share of service.  Note that this does not imply any responsibility on the mechanism to detect, or take countermeasures against, malicious nodes
	N
	The first sentence could be kept but the rest is useless without stating that E2E security is mandatory to support, that is not the case. 

	REQ31
	It MUST be possible for a supporting node to make authorization decisions about what information will be sent to peer nodes based on the identity of those nodes.  This allows a domain administrator who considers the load of their nodes to be sensitive information to restrict access to that information.  Of course, in such cases, there is no expectation that the overload control mechanism itself will help prevent overload from that peer node
	Y
	

	REQ32
	The mechanism MUST NOT interfere with any Diameter compliant method that a node may use to protect itself from overload from non-supporting nodes, or from denial of service attacks
	Y
	

	REQ33
	There are multiple situations where a Diameter node may be overloaded for some purposes but not others.  For example, this can happen to an agent or server that supports multiple applications, or when a server depends on multiple external resources, some of which may become overloaded while others are fully available.  The mechanism MUST allow Diameter nodes to indicate overload with sufficient granularity to allow clients to take action based on the overloaded resources without unreasonably forcing available capacity to go unused. The mechanism MUST support specification of overload information with granularities of at least “Diameter node”, “realm”, and “Diameter application”, and MUST allow extensibility for others to be added in the future
	Y
	The extensibility could become a "MUST" when considering the solution to deploy in 3GPP environment.

	REQ34
	The mechanism MUST provide a method for extending the information communicated and the algorithms used for overload control
	Y
	

	REQ35
	The mechanism SHOULD provide a method for exchanging overload and load information between elements that are connected by intermediaries that do not support the mechanism
	Y
	The "SHOULD" has to seen as a strong recommendation for solution design and a key criteria for selection of the preferred solution. 

	REQ36
	The mechanism MUST provide a default algorithm that is mandatory to implement
	Y
	


Editor’s note:
3GPP acceptance of the above requirements and of the existing requirement list of IETF Draft draft-ietf-dime-overload-reqs-05 [4] is to be confirmed. Pending cases as well as possible new requirements need to be addressed.
* * * End of Changes * * * *

