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1. Background
In TS 29.275 release8, the PMIP control plane protocol stack is specified based on IETF PMIP draft"IPv4 Support for Proxy Mobile IPv6", draft-ietf-netlmm-pmip6-ipv4-support-17. This IETF draft has been updated into RFC5844 in 2010 May. IETF has updated the PMIP control plane protocol stack in RFC5844 which has been used as baseline of TS 29.275 Release9/onward. As discussed and agreed in the last CT4 meeting, the PMIP control plane protocol stack in TS 29.275 Release9/onward has to be updated based on RFC5844. However this update of the PMIP control plane protocol stack is non-backward compatible. 

This discussion paper gives more detail information of the IETF PMIP RFC to avoid any misunderstandings of the IETF PMIP draft and RFC during the CT4 migration path discussion. 

2. PMIPv6 over IPv6 vs. PMIPv6 over IPv4

RFC5213 specified how to use PMIPv6 over IPv6 transport network. RFC5844 is the extension of RFC5213 which specified how to use PMIPv6 over IPv4 transport network. As 3GPP transport network may support IPv4 only, or IPv6 only or dual stack (IPv4 and IPv6) transport network, TS 29.275 specified both PMIPv6 over IPv6 protocol stack and PMIPv6 over IPv4 protocol stack. Both protocol stacks are mandatory for implementation. And it is up to the MAG/LMA to apply which protocol stack shall be used based on what kind transport network it has. 
The following is the implementation logic on which the protocol stack shall be applied: 
· There are working assumptions:

· According to the IETF PMIP RFC5213, both LMA and MAG shall be configured with an IPv6 address and reachable by that address in the same scope. 

· According to the IETF PMIP RFC5844, in addition to the requirement from RFC5213, both LMA and MAG shall be configured with an IPv4 address and reachable by that address in the same scope. 

· In 3GPP network, the SGW/MAG receives the PGW/LMA address from DNS server via MME. In non-3GPP access including S2a and S2b, the MAG receives the PGW/LMA address from DNS server. 

· With above working assumptions, the following logic shall be applied in the MAG:

· If a MAG has only an IPv4 address configured, only the IPv4 protocol stack can be applied.

· If a MAG has only an IPv6 address configured, only the IPv6 protocol stack can be applied.

· If a MAG has both an IPv4 address and an IPv6 address configured, then the received LMA address shall be taken into considerations. 

· If a LMA has only an IPv4 address configured, only the IPv4 protocol stack can be applied.

· If a LMA has only an IPv6 address configured, only the IPv6 protocol stack can be applied.

· If a LMA has both an IPv4 address and an IPv6 address configured, any protocol stack can be applied.

When LMA and MAG are configured with one IPv4 address and one IPv6 address, the PMIP message can be sent by using IPv4 address or IPv6 address. For the receiving side, the PMIP contain is same. There is no inter-communication issue between the LMA and MAG.
Figure 1 is a copy/paste from the RFC 5844 which shows how the protocol stack shall be applied in different use cases.
               +----+                +----+

               |LMA1|                |LMA2|

               +----+                +----+

   IPv4-LMAA  -> |          IPv4-LMAA-> | <-- LMAA

                 |                      |

                 \\                    //\\

                  \\                  //  \\

                   \\                //    \\

                +---\\------------- //------\\----+

               (     \\  IPv4/IPv6 //        \\    )

               (      \\  Network //          \\   )

                +------\\--------//------------\\-+

                        \\      //              \\

                         \\    //                \\

                          \\  //                  \\

         IPv4-Proxy-CoA --> |                      | <-- Proxy-CoA

                         +----+                 +----+

                         |MAG1|-----{MN2}       |MAG2|

                         +----+    |            +----+

        (MN-HoA)           |       |              | <-- (MN-HoA)

        (IPv4-MN-HoA) -->  |   (IPv4-MN-HoA)      | <-- (IPv4-MN-HoA)

                         {MN1}                   {MN3}

               Figure 1: IPv4 Support for Proxy Mobile IPv6
Conclusion 1: the MAG/LMA already has enough info before sending the first PMIP message to the peer node if an implementation is following RFC5213 and RFC5844. No extra DNS indicator is needed.

3. Draft based PMIPv6 over IPv4 with/without UDP encapsulation

There is no “with UDP encapsulation protocol stack” and “without UDP encapsulation protocol stack” specified in IETF PMIP draft. It was NAT-traversal mechanism which has been recommended by the PMIP draft for PMIPv6 over IPv4 transport network. With NAT-traversal, the UDP encapsulation is optional depends on if there is an on-path NAT has been detected or not.

NAT-traversal is self-completed mechanism which is specified in RFC5555. It is used for the two mobility nodes to detect on-path NAT by using mobility protocol. With NAT-traversal, one node sends the first message with UDP encapsulation. The receiving node will compare the outer IP header and inner IP header. If it is same, meaning there is no NAT between the two nodes. Then UDP encapsulation may be omitted in the subsequent message. Otherwise, UDP encapsulation must be used in the response message. 
NAT-traversal can be enabled or disabled based on local configuration. There is no inter-communication issue between the LMA and MAG. If no on-path NAT between LMA and MAG, the PMIP message sent with IPv4 encapsulation or with IPv4-UDP encapsulation are exactly same for the receiving side. Both messages can be de-encapsulated by the receiving side correctly. 

Conclusion 2: the NAT detection is performed at the very first PBU/PBA message. DNS server cannot know (and there is no need to know) if there is any on-path NAT going to be detected in advance. 

4. Draft based PMIPv6 protocol stack vs. RFC based PMIPv6 protocol stack


Even UDP encapsulation is supported by both IETF draft and RFC, the UDP port numbers are not same. 

· In RFC5844, two new UDP port numbers, 5436 and 5437, have been assigned by IANA for "pmip6-cntl" and "pmip6-data".

· In draft-ietf-netlmm-pmip6-ipv4-support-17, PMIP over IPv4 transport network is using NAT traversal mechanism specified in RFC5555. The UDP port number assigned by IANA for NAT traversal is 4191. 

Therefore it is possible to support both protocol stacks in the same PMIP node simultaneously. However, the draft based PMIPv6 protocol stack and RFC based PMIPv6 protocol stack are not compatible. There is no IETF solution for PMIP node to detect which version is used at the peer node. This can be an issue if the two peer nodes are running different protocol stack in the network at the same time.

Conclusion 3: to avoid PMIP communication problems, a migration solution may be needed for supporting PMIPv6 over IPv4 transport network. 

5. Conclusion

As discussed above, no additional indicator is needed for IPv6 vs. IPv4 protocol stack, and no additional indicator is needed for NAT detection. But one new indicator may be needed to inform the MAG which protocol stack shall be applied in an IPv4 transport network, RFC based or Draft based.























































