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1. Introduction
This paper summarizes the high level principles for PCRF failure and restoration scenarios that were discussed during the CT3 and CT4 joint session in CT4#51 meeting. In addition, this paper also captures the key issues that need to be agreed for the progress of this work and a possible way forward.
2. The high level principles
2.1 PCRF Restart/failure detection mechanism: 
It was agreed that the behaviour of the PCRF clients upon detecting a PCRF failure and restart should be standardized to ensure that the network behaves in a deterministic manner. This behaviour may be controlled by operator's policy.

The contribution C4-103107 (Alcatel Lucent) indicates that the existing Diameter function, using the Origin-State-ID AVP, permits to detect that the PCRF has restarted. Some concerns were expressed that this may not be sufficient. The exact limitations of the existing Diameter based solution, if any, need to be identified precisely to allow making a decision if any new 3GPP specific protocol enhancement is needed.

2.2 Unsynchronized states between PCRF and PCRF clients should be fixed: The negative effects that would result from the loss of the PCC contexts in the PCRF discussed with the contribution C4-103013 (NEC) were agreed. Such loss of informations may cause a serious service disruption to the EPS services, including IMS. The joint session thus agreed that the network should maintain synchronized states between PCRF and PCRF clients in any circumstances. 
2.3 Overload in the RAN and CN should be avoided: The resynchronization after the PCRF failure should not cause any system overload. For example, massive signals between PCRF and PCRF clients.
2.4 DRA environment: The resynchronization after the PCRF failure should work for the DRA environment as well.
3. The key issues
3.1 How to resynchronize PCRF states: How to resynchronize PCRF states among PCRF and PCRF clients is the key issue for further study. The following alternatives were discussed during the joint session.

· PCRF Geo-redundancy: a redundant PCRF takes over the control upon a PCRF failure. This solution does not require specific changes to 3GPP and can be used in pre-Rel-10 deployments. It does not impact PCRF clients.
· Reactive resynchronization: If the PCRF client needs to send a session modification request towards a PCRF which is known to have restarted since the session was created (or if the PCRF client receives a response to an IP Can session modification request indicating that the ctx is lost in PCRF), the PCRF client should tear down that particular session (except for emergency/eMPS sessions).

· Proactive resynchronization: Once the PCRF client detects the PCRF restart, the PCRF clients release all local resources related to the restarted PCRF. For the active session, graceful timer may apply according to the operator policy. Concerns were raised that this may induce important signaling in the networks and may unnecessarily tear down some sessions.
· Repair synchronization: Once the PCRF restart is detected, original PCC related information in PCRF is repaired by help of the PCRF clients. Several companies commented that any protocol based solution for PCRF restoration needs to be carefully assessed in terms of cost/complexity vs benefits (for events deemed to remain very rare).
3.2 Who holds the operator policy: Either PCRF or PCRF client. It needs to be demonstrated what would be the interests to allow the PCRF to provide PCRF clients with restoration instructions, and which criteria should then be considered by the PCRF.
3.3 System-wide versus session-based restoration policy: It needs to be demonstrated what would be the interests to have restoration instructions per session. 
3.4 The UE behaviour upon SIP de-registration needs to be checked. Does the UE deactivate its PDN connection to IMS ?
4. The way forward
It was agreed in the joint session that the following steps should be taken in order to finalize this work in Release 10.

The WID PCRF failure and restoration shall be endorsed in the CT3#60/CT4#51 this week so that CT Plenary #50 can see it.

Phone conferences should be held after the CT3#60/CT4#51 in order to progress this work.







































































































































































































