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Introduction

CT3 requested CT4 (C4-102656) to define in TS 23.007 the stage 2 requirements for EPC node restoration which apply to PCRF failure and restoration. Several CRs were discussed during the CT4#50bis meeting, proposing to add a lot of new options in the standards, based mostly on the TR 29.816, which as noted during the CT Plenary #49 meeting, does not contain any firm conclusion. 
It appears necessary to discuss first in CT4 the high level principles which should serve as a basis for the definition of the stage 2 requirements.
Discussion
The following principles are proposed for PCRF failure and restoration. 
1. Emergency/eMPS session should never be terminated upon a PCRF failure or restoration.

NOTE: The principle above is voluntarily expressed in a simple manner for this discussion. The ultimate stage 2 requirement could be expressed as follows: "On a PCRF failure or restoration, Emergency / eMPS sessions should be treated in a manner consistent with the contractual handling of such calls. This can mean that such calls have priority regarding restoration or preservation at the expense of other calls."
2.
PCRF clients (PCEF, BBERF, AF) can detect that the PCRF is not reachable using the existing Diameter procedure on failure detection and restoration (RFC 3588) – i.e. no response to Diameter requests / Device Wathdog Requests. The reasons why the PCRF is unreachable can be various (e.g. IP network failure, PCRF failure) and not known to the clients. 

3.
PCRF clients should not perform any specific actions for existing sessions served by the PCRF when detecting that the  PCRF becomes unreachable (as determined by the Diameter procedures, see 2.).  

If the PCRF client needs to send a session modification request towards a PCRF which is known to be not reachable (or if the PCRF client does not receive any response to an IP Can session modification request, after few retries),  the PCRF client should decide whether to terminate that particular session (except for emergency/eMPS sessions) based on local operator policy / local configuration (system-wide policy, not on a per session basis).

4.
PCRF clients can detect that the PCRF has restarted using the existing Origin-State-ID AVP which is incremented when the Diameter entity restarts and has lost its contexts. Thus there seems to be no benefit in defining a new restart-counter at PCC application layer level. 

5.
PCRF clients should not perform any specific actions for existing sessions served by the PCRF when detecting that the PCRF has restarted (as per 3.). Charging is proceeding normally.


If the PCRF client needs to send a session modification request towards a PCRF which is known to have restarted since the session was created (or if the PCRF client receives a response to an IP Can session modification request indicating that the ctx is lost in PCRF), the PCRF client should tear down that particular session (except for emergency/eMPS sessions).

This behaviour also applies to the AF: 

· case 1: There is an ongoing session and the AF wants to add another service to an existing multimedia session. The AF simply rejects the request from the UE and then proceeds terminating the session.

· case-2:  The AF wants to drop a service from a multimedia session the AF accepts the request/handles it “normally” from an IMS perspective and then releases the session. 

6. CT4 should disregard any solution aiming at re-building lost sessions in the restarted PCRF involving in any manner PCRF clients. For instance, the AF may have deleted the session. Restoring lost sessions when multiple clients are involved is not possible. Initiating new Gx session establishment for all sessions when the PCRF is restored or a new PCRF is “assigned” would also create massive signaling traffic and bring the network down.
7. Solutions exist not requiring 3GPP changes and allowing to maintain synchronized informations between PCRF and PCRF clients and avoiding to impact all PCRF client implementations. E.g. redundancy inside PCRF or between PCRFs for site disaster recovery.
Conclusion
It is proposed to discuss the above principles to reach first a consensus in CT4 on the high level principles for PCRF failure and restoration.
