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1. Introduction
In CT4#49 meeting we discussed MME node failure problem in the discussion paper C4-101116. In the CT4#49bis meeting we discussed various solutions and finally decided to further develop two solutions as given below. 

a) C4-101741 from NEC – based on re-active paging approach.
b) C4-101767 from Cisco – based on pro-active paging approach.
Although, some of the aspects of pro-active and re-active paging approaches are already discussed, it is necessary to clearly understand all the aspects of both the approaches in detail before considering any one solution for the MME failure problem. We attempt to discuss the finer aspects of pro-active and re-active paging approaches in this discussion paper.
2. Paging approaches: Pro-active; Re-active
In the event of failure of the EPC node, the network may initiate the paging for EPS services using IMSI as specified in 3GPP TS 24.301 sec. 5.6.2.2.2. Depending upon the trigger of this paging procedure, we can classify the paging approaches into: Pro-active paging; Re-active paging.
Pro-active Paging: The network initiating paging using IMSI as soon as the MME failure is detected is termed as Pro-active paging. The trigger for this type of paging is detection of the failure of the MME node and restart of the same.
Re-active Paging: Although the failure of the MME node is detected, the paging using IMSI may be delayed till the time the network detects any pending data to be sent to the UE. The trigger for this type of paging is failure of the MME node and later on reception of the downlink data for the UE. Since the paging is initiated on downlink data, the EPC nodes shall reserve the resources even after the failure detection in order to receive any downlink data for the UE.
3. Pro-active paging v/s Re-active paging
Here, we discuss and compare various aspects of the two paging approaches.

3.1 EPS service delivery
In order to provide the EPS services to the UE, the UE must be attached to the network and the UE’s context must be active in the network nodes. However, in the event of the EPC node failure, the UE’s context is lost. Hence the UE must be reattached to the network and the UE’s context must be re-established to continue to deliver EPS services after the failure of the EPC node. 
Re-establishment of the UE’s context in the network:
The UE’s context re-establishment requires involvement of EUTRAN nodes (eNodeB), EPC nodes (MME, SGW, PGW, HSS, PCRF) and external application server (e.g. IMS core). The UE’s context re-establishment is further characterised by all of the following procedures and functions:
· Initial attach (3GPP TS 23.401 sec. 5.3.2) – Authentication and authorization of the subscriber, resource allocation and context creation in EUTRAN and EPC nodes, ip address allocation.
· UE requested PDN connectivity for specific application (3GPP TS 23.401 sec. 5.10.2) – authorization of the subscriber, resource allocation and context creation in EUTRAN and EPC nodes, ip address allocation.
· Dedicated bearer activation for specific application (3GPP TS 23.401 sec. 5.4.1) – resource allocation in EUTRAN and EPC nodes.
· Application server registration for specific application (such as IMS registration) – authorization of the subscriber, resource allocation in application server (such as IMS core).
As it is evident, the re-establishment of the UE’s context in the EUTRAN and EPC nodes is very resource intensive process which requires multiple EPS procedures to be executed in sequential manner. Hence, the control plane latency of the re-establishment of the UE’s context can not be guaranteed. 
Re-activating the radio bearers of the attached UE:
Once the UE is successfully attached to the network and its context is established, the UE may enter idle mode and releases the radio resources. For providing the EPS services to the idle mode UE, the network initiates paging procedure as specified in 3GPP TS 23.401 sec. 5.3.4.3 on detection of the downlink data. Since the other EPC nodes already have UE context in the active mode, the paging procedure requires involvement of the eNodeB and MME only and hence has significantly lower latency of around150 to 200 msec as specified in 3GPP TS 25.913 sec. 6.2.1
For the connected mode UE, the EPS services can be delivered to the UE without any delay. For the idle mode UE, the EPS services may be delivered with reasonably lower control plane latency.
The pro-active paging approach initiates the re-establishment of the UE’s context as soon as the failure in the EPC node is detected. For the idle mode UE, the network may have to initiate the paging procedure in order to deliver the EPS services. Since the paging procedure is less resource intensive and has predictably lower latency value, the pro-active paging approach is guaranteed to deliver EPS services with reasonable latency. 

The re-active paging approach triggers the re-establishment of the UE’s context only after the start of the EPS services. Since the re-establishment of the UE’s context is very resource intensive process with unpredictably high latency value, the re-active paging approach can not guarantee the delay in delivering the EPS services. This delay in delivering the EPS services may not be acceptable in some of the cases. 
3.2 Resource reservation in the network
The pro-active paging initiates process of re-establishment of the UE context as soon as the failure of the MME is detected. The other EPC nodes (SGW, PGW) will detect the failure the MME using standard defined mechanism (such as path failure for GTPv2 interface) and releases all the UE related resources as specified by the standards. However, the SGW which is assisting the re-establishment of the UE context may keep the some of the UE related information for the short duration. 
With the re-active paging approach, it has to be ensured that the UE’s context and related resources are reserved in the EPC nodes (such as SGW, PGW) for the duration of the TAU timer, even after the failure of the MME. Indirectly, this means that the procedures which allow release of the UE resources on detection of the EPC node failure shall be suppressed. Examples of such procedure are: the SGW releasing the UE context on detection of the MME failure; the SGW sending the Delete Session Request message to PGW to assist PGW to release the PDN connection on detection of the MME failure. 
Also, since the UE context and related resources are reserved in the EPC nodes, the re-active paging approach affects the capacity of these EPC nodes.
Even after the EPC node failure is detected, the re-active paging requires reservation of the UE related resources for the time duration of the TAU timer. Although the default value of the TAU timer is 54 mins, the MME may configure different value of the same for each UE. Since the resource reservation (i.e. maintaining the hanging PDN connection) is required for the period of TAU timer, which is reasonably long, the re-active paging has adverse impact on the capacity of the EPC nodes.

The pro-active paging approach requires reservation of the UE related resources for a comparatively short time and hence has no or negligible impact on capacity of the EPC nodes.
3.3 Ability to handle different types of present and future EPS services
The present and the future releases (Release-10) of the 3GPP specification have to cater to various different types of EPS services. Hence the solution to the MME node failure should also be able to cater to different types of EPS services.
In order to meet different requirements of various EPS services and ensure effective and efficient utilization of the network resources, various network parameters may have to be modified or guaranteed. Some of the example use cases are given below:
· To reduce the TAU signalling, the MME may configure relatively higher value of TAU time for less mobile UEs as compared to the same for highly mobile UEs.
· The emergency attached UE may enter idle mode. The network has to ensure lower control plane latency value when the UE initiates outgoing emergency session even in the case of the EPC node failure.

· To deliver critical EPS services (such as incoming emergency call, public safety network services, priority services), the network has to ensure guaranteed and lower value of control plane latency even in the case of the EPC node failure.
The pro-active paging guarantees lower value of control plane latency in delivering the EPS services and has no dependency upon the other parameters (such as TAU timer value). Hence, pro-active paging approach is well suited for present and future types of EPS services.

The re-active paging can not guarantee the control plane latency in delivering EPS services. Hence, the ability of this approach to handle critical EPS services is arguable and needs further analysis. Also the dependency on TAU timer makes this approach suitable for only limited types of EPS services.
3.4 Radio and Network overload 
Since the pro-active paging approach initiates the IMSI based paging as soon as the EPC node failure is detected, there is implicit assumption that this approach would cause overload of the radio and network nodes. However, detailed study reveals the various measures to check, avoid and control the overload condition are already in place at various EUTRAN and EPC interfaces.
· When the MME failure is detected by the SGW, the SGW initiates the “Paging Indication” message with the UE related information [IMSI, TA list] towards the MME. Since the trigger for this message is detection of the MME failure, the information for multiple UEs can be combined in one message over S11 interface. Thus, bulk “Paging Indication” message can be used and it would reduce S11 interface signalling overload.
· The MME has to send one paging request message per UE over S1App interface to eNodeB. The MME can implement additional mechanism to pace the signalling over S1App interface. This scenario is not very different from the case when the MME detects SGW restart and initiates paging for all the affected idle mode UEs, in order to initiate MME-initiated detach procedure. Please refer to 3GPP TS 23.007 sec. 14.1.1 and 3GPP TS 23.401 sec. 5.3.8.3.
· The affected UEs (of the failed MME) are geographically spread over the area which is handled by multiple eNodeBs. Since the physical area handled by each eNodeB is non-overlapping, the paging request can be sent simultaneously by each eNodeB in their respective area.
· The RRC protocol supports 16 different UE identities in a single paging request message. In other words, 16 different UEs can be paged with a single paging request message over radio interface. Since the bulk paging over radio interface is already supported as specified in 3GPP TS 36.331 sec. 6.2.2, the radio interface overload is highly reduced.
· The IMSI based paging would cause the UE to initiate attach procedure. Since this is initial attach procedure, the eNodeB is free to select any MME from the MME pool based on MME selection criteria as specified in 3GPP TS 23.401 sec. 4.3.8.3. 
· For the case when the MME observes overload condition, the S1App interface supports mechanism to inform the eNodeB to reduce signalling load towards the overloaded MME. As specified in 3GPP TS 36.413 sec. 8.7.6 the MME can send “Overload Start” message to eNodeB to indicate the overload condition. Later when the MME observes that the overload condition has ended, the MME can inform the eNodeB to resume normal mode of operation by sending “Overload Stop” message as specified in 3GPP TS 36.413 sec. 8.7.7. 
The bulk “Paging Indication” message over EPC node interfaces can be supported. The bulk “Paging Request” message over radio interface is already supported. During the re-establishment of the UE’s context, the eNodeB can load balance the initial attach request over different MME nodes in the MME pool. And even after this, in case the MME overload condition is observed, the mechanism for the MME to indicate the overload to eNodeB is already defined by the specifications.
The assumption of the radio overload condition due to pro-active paging is not true. The network overload due to pro-active paging can be avoided and/or can be handled gracefully. 
4. Conclusion
Based on the above discussion we propose to conclude the following.
· On the re-establishment of the UE’s context, the UE would be assigned different IP address than the previously assigned IP address. Since the re-active paging approach initiates the context UE’s re-establishment only on the start of the EPS service, the very first attempt to deliver any EPS service will always fail. Also the subsequent attempt to deliver the EPS service may have non-guaranteed delay. With pro-active paging, the first attempt to provide EPS services is guaranteed to succeed with reasonably lower latency value.
· With the re-active paging approach, in the event of MME failure, the delay in delivering EPS services may not be acceptable in some of the critical Rel-9 EPS services such as UE initiated emergency call. Also the Rel-10 EPS services requiring reasonably lower latency (incoming emergency call, priority services) are not suitable for re-active paging approach. Since the pro-active paging ensures guaranteed and lower value of latency in delivering EPS services, all the critical Rel-9 and Rel-10 EPS services can be supported.   
· The re-active paging approach would cause hanging PDN connection in SGW and PGW for the duration of the TAU timer. The higher value of TAU timer would cause the resource reservation for longer duration and hence inability of the SGW and PGW to handle new session for this duration. Hence, the re-active paging approach is not suitable if higher value of the TAU timer is configured. The pro-active paging approach does not have any dependency on TAU timer value and hence this approach is suitable for any value of TAU timer value.
· Since the bulk paging over radio and core network is supported there is no real issue of radio and network overload due to pro-active paging approach. Moreover, even if the overload condition is observed, the mechanism to handle and control the same is already defined by the 3GPP specifications.



























