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1. Introduction
In CT4#49bis meeting, we presented solution to MME failure problem in the discussion paper C4-101767. The meeting discussed and identified that the solution should consider the problem of UE mobility while the failed MME is down. We further studied the whole scenario of UE mobility in detail and captured our analysis in this discussion paper.

2. UE mobility during MME failure
Here, we present the detail scenario of the UE mobility when the anchor MME fails and is down for sometime. 
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Figure 1: Idle mode UE mobility during MME failure

Nomenclature:

UES: A single UE or set of UEs which are moving from the area of MMEA to area of MMEB during MMEA failure.

eNodeB: Target eNodeB.

MMEB: Target MME.

MMEA: Source MME where the UES context is anchored before the failure. 

SGW: Source SGW where the UES context is anchored. 

0. The ECM_IDLE state UES is moving from the area of MMEA to the area of MMEB. The UES context is stored in the core network nodes MMEA and SGW.

1. The MMEA has a failure and it losses context of the UES. Consider this at time = T1. The MMEA goes down and not able to handle any message on any of its interfaces.
2. Since the UES is moving, it finds that it is in new TA for which it has to initiate Tracking Area Update procedure. Consider this at time = T2.
3. The UES sends Tracking Area Update request message to target eNodeB. Since this tracking area is served by MMEB, the Tracking Area Update request message is received by MMEB.

4. Based on the MMEA’s identity provided by the UES in Tracking Area Update request message, the MMEB initiates context transfer with MMEA. MMEB sends GTPv2 Context Request message to MMEA.
5. Since MMEA is down, no response is received by MMEB even after several retries. MMEB concludes failure of the context transfer for the UES.
6. MMEB rejects Tracking Area Update request message with the cause “No EPS bearer context activated”. Please refer to TS 24.301 sec. 5.5.3.2.5
7. On reception of Tracking Area Reject message, the UES initiates Initial Attach procedure to reactivate the context with the network. On successful completion of the initial attach procedure, the UES enters ECM_CONNECTED state. Hence in this case, on relocation to new MME, the ECM_IDLE state UE performs initial attach procedure and enters ECM_CONNECTED state.
8. The MMEA recovers and is now in a position to handle messages on its interface. Consider this at time = T3.
9. SGW detects the recovery of MMEA and to assist the UES to reattach to the network, initiates “Paging Indication” message to MMEA. This is as per the solution to MME failure problem proposed by us in discussion paper C4-101767.
10. The SGW sends “Paging Indication” message with the information such as [IMSI, TA list] to MMEA.
11. The MMEA initiates IMSI based paging procedure (using IMSI as UE-identity) for the TA list provided. We regard this as paging for “incoming call”.
12. If the UES is not reachable in the area where the paging request is sent, the UES would not receive paging request. If the paging request is received by the UES, it will just ignore it since the UES in ECM_CONNECTED state. The paging for “incoming call” is ignored by the UES in ECM_CONNECTED state. Please refer to TS 36.331 sec. 5.3.2. Thus, no action is taken by UES; irrespective of the paging request received or not by the UES.
In Summary:

On the MMEA failure it losses the UES context. While the MMEA is down, the UES moves to the area of MMEB. The MMEB fails to retrieve the UES context from MMEA. The MMEB rejects the TAU procedure and hence the UES initiates initial attach procedure via MMEB. The UES reattaches to the network and enters ECM_CONNECTED state. When the MMEA recovers, the SGW initiates paging for UES. The paging request for the incoming call, if received by the UES, would be ignored by the UES in ECM_CONNECTED state. No further action is taken by the UES and network.
For the ECM_CONNECTED state UES, moving from MMEA to MMEB area (while MMEA is down), the eventual result would be the same. i.e. the UES would be reattached to the network by the initial attach procedure and hence it is in the ECM_CONNECTED state. Since the UES is in ECM_CONNECTED state, the paging request for the “incoming call”, if received, would be ignored without taking any further action.
If the UE moves into another MME area while the source MME is down, the UE would reattach to the network by performing initial attach procedure and enters the ECM_CONNECTED state. When the source MME recovers and tries to page the UE, the paging request for “incoming call” would be ignored by the UE without taking any action. Thus the impact UE mobility while the MME is down is an extra paging request.
3. Reducing the affected number of UEs with MME pool
Please consider the following in the Figure 1.
T1 = Time when MMEA fails and is down.

Tx = Time when the SGW detects failure of MMEA. Step no. X in the Figure 1.

T4 = Time when the SGW initiates “Paging Indication” message to MMEA to assist UES to reattach to the network.

UES = Set of UEs which are moving from the area of MMEA to MMEB while the MMEA is down.
The affected set of UEs i.e. number UEs in the set UES is proportional to the time difference (T4 – T1). Longer the time the MMEA takes to recover, higher the number of UEs in MMEA area gets affected.

Hence to reduce number of affected UEs (while MME is down), the time difference (T4 – T1) needs to be reduced further.
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    Figure 2: Reducing the affected number of UEs with MME pool
MMEP: MME pool having configuration of (MMEA, MMEAA)

MMEA: MME undergoing failure and recovery

MMEAA: Another MME in the MMEP 
0. SGW is configured with the MMEP. 
1. The MMEA has a failure and it losses context of the UES. Consider this at time = T1. The MMEA goes down and not able to handle any message on any of its interfaces.
2. As per the path management procedure as defined in TS 23.007 sec. 19, SGW detects failure of MMEA. Consider this at time = Tx. 
3. The SGW sends “Paging Indication” message with the information such as [IMSI, TAI list] to MMEAA. The MMEAA initiates IMSI based paging procedure.
In Summary:

MMEA fails at time T1 and the SGW detects the same at time Tx. Since the SGW is configured with the MME pool MMEP, it sends the “Paging Indication” message to other MME (MMEAA) in the MME pool. The time difference: MMEA failure and initiation of paging to the UE i.e. (Tx – T1) is predictably low; typically 60 to 100 sec. Hence, only a smaller number of UEs gets affected.
With MME pool, the time difference between the failure of the MME and the initiating of the paging request towards UE can be reduced to 60 to 100 sec. The affected number of UEs (which are moving from one MME to another MME area) is proportional to this time difference. With the MME pool, this time difference can be reduced to predictably low values of 60 to 100 sec.
4. Conclusions

Based on the above discussion, we propose to conclude the followings.
· With our solution presented in C4-101767, the impact of the UE mobility from the source MME to the target MME area while the source MME is down is limited to extra paging request message only. This paging request message, if received, is ignored by the UE and hence there is no impact on the EPC services received by the UE.
· The number of affected UEs (or in other words the extra paging request messages) can be reduced by deploying MME pool. In the event of the MME failure, the UE contexts anchored at the failed MME is also redistributed by the SGW across other MMEs in the MME pool. Thus, the MME pool also helps in load balancing the context of the failed MME across other MMEs.
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