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1. Problem identification
In the current version of 3GPP TS 23.007 Restoration procedures, in the chapter 18, it states "Across GTP-C based interfaces an SGSN, GGSN, SGW and PGW utilize either GTPv1-C or GTPv2-C Echo Request and Echo Response messages or GTP-C messages containing the Recovery Information Element to detect and handle a restart"

It also states "The GTP-C entity that receives a Recovery Information Element in an Echo Response or in another GTP-C message from a peer shall compare the received remote Restart counter value with the previous Restart counter value stored for that peer entity. 

-
If no previous value was stored the Restart counter value received in the Echo Response or in the GTP-C message shall be stored for the peer.

-
If the value of a Restart counter previously stored for a peer is smaller than the Restart counter value received in the Echo Response message or the GTP-C message, this indicates that the entity that sent the Echo Response or the GTP-C message has restarted. The received, new Restart counter value shall be stored by the receiving entity, replacing the value previously stored for the peer.

-
If the value of a Restart counter previously stored for a peer is larger than the Restart counter value received in the Echo Response message or the GTP-C message, this indicates a possible race condition (newer message arriving before the older one). The received new Restart counter value shall be discarded and an error may be logged."

From the above statement, together with how Recovery IE being transferred in the GTPv2 protocol which is specified in 3GPP TS29.274, we can clear see that using Recovery IE to detect a GTP node restart works only per adjacent GTP node.  

Again according to the 3GPP TS 23.007, it states " When an SGW detects that a peer MME or peer PGW has restarted (see clause 18 "GTP-C based restart procedures") it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal SGW resources associated with those PDN connections. The SGW shall not try to directly clear resources in the MME or PGW. The SGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages)."
With this requirement, in case PGW restart, there is no way to inform the corresponding MME/S4-SGSN that the PGW has restarted, and all the PDN connections correlated with this PGW will be hanging in the MME/S4-SGSN. Though such hanging may be solved by Error Indication on the user plane or other UE triggered PDN signalling such as Service Request, but those mechanisms are based on per PDN connection or per bearer context level, and depend on whether UE sending uplink payload or UE triggered signalling procedures. This will result in a lot of unnecessary signalling in the network and such massive hanging PDN connections will take a lot of nodes resource.

And with this requirement, in case MME/S4-SGSN restart, there is also no way to inform the corresponding PGW that the MME/S4-SGSN has restarted, and all the PDN connections might be hanging in the PGW in the worst case, such massive hanging PDN connections will take a lot of nodes resource and preventing the node to handle the incoming traffic.
In the following chapter, we will in detail analyse that how the relevant PDN connections at the MME/S4-SGSN or PGW get hanging in case the remote GTP node restart. 
1.1. Hanging PDN connections in MME/S4-SGSN due to PGW restart
To be able to describe this case more intuitively, we have prepared the following network diagram. 

Assuming there are several UEs registered MME1 and located in the different Tracking Areas, there are connected via different SGWs to the same PGW.

UE1, UE10, UE11 and UE1x are located in Tracking Area1, are registered in MME1, have setup PDN connections via SGW1 and PGW1, (black line)
UE2 is located in Tracking Area2, is registered in MME1, and has setup PDN connection via SGW2 and PGW1.(red line)
UE3 is located in Tracking Area3, is registered in MME1, and has setup PDN connection via SGW3 and PGW1.(green line)
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Now we assume the PGW1 has restarted, it will either send Echo Request including its incremented Restart Counter, or reply with Echo Response if it receives Echo Request from SGWs, or in response to the received other PDN connection related signalling message, e.g. Create Session Request, the PGW1 will include the increment Restart Counter.

So SGW1, SGW2 and SGW3 as adjacent GTP node to PGW1, they will get notified that PGW1 has restarted using the same mechanism.
According to the current specification as we have referred above, the SGW1, SGW2 and SGW3 just locally clear all the PDN connections associated with the restarted PGW1, there is no way to inform the corresponding MME1 that the PGW1 has restarted, and all the PDN connections correlated with the PGW1 will be hanging in the MME1.  
The massive hanging PDN connection in the MME might be clear by using the following way based on the current 3GPP specifications:

Case A:

UE who has setup one of those hanging PDN connections such as UE1 starts uplink payload transfer, the eNB will receive Error Indication from the SGW since all the PDN connections including the control plane data and user plane data have been deleted in the SGW. 

Then eNB shall initiate the E-RAB Release procedure and immediately locally release the E-RAB (i.e. without waiting for a response from the MME) as it states in the 3GPP 23.007, chapter 21.6. 
When the MME1 receives the S1-AP message "E-RAB release indication", the MME1 shall start MME Initiated Dedicated Bearer Deactivation as specified in the 3GPP TS23.401. The MME1 will then send Delete Bearer Command to the SGW1 if UE1 applies, the SGW1 will response with "Context Not Found". Then MME1 is able to just remove for ONE bearer context! 

Case B:

UE trigger any uplink PDN signalling message, such as UE send "Service Request" message, which will trigger MME send GTPv2 message "Modify Bearer Request", the SGW1 will response with "Context Not Found". Then MME1 is able to just remove for ONE PDN connection!
In the summary, though such hanging PDN Connection in MME may be solved by Error Indication on the user plane or other UE triggered PDN signalling, but those mechanisms are based on per PDN connection or per bearer context level, and depend on whether UE sending uplink payload or UE triggered signalling procedures. This will result in a lot of unnecessary signalling in the network and massive hanging PDN connections will take a lot of nodes resource.
Possible solution:
SGW sends Delete Bearer Request to initiate the deletion of all the PDN connection associated with that restarted PGW and the SGW itself. Since PGW IP address at control plane is stored at MME per PDN connection as a mandatory information, and SGW IP address for S11/S4 interface is also stored in MME/S4-SGSN per UE basis, thus it is possible that SGW use Delete Bearer Request with these two information elements to allow MME to clear the hanging PDN connections in bulk. SGW shall send only one Delete Bearer Request per MME. If the legacy MME doesn't support this, it will automatically fall back to use Error Indication on user plane or UE triggered signaling procedure.

For example, still using the above diagram, we suggest SGW1 send Delete Bearer Request with PGW1 IP address and SGW1 IP address to MME1, to inform MME1 to remove all the PDN connections associated with MME1, SGW1 and PGW1.  So PDN connections for UE1, UE10, UE11 and UE1x will be removed in MME1.  
MME1 may expect SGW2 will send also Delete Bearer Request to MME1, to inform MME1 to remove all the PDN connections associated with MME1, SGW2 and PGW1. So PDN connection for UE2 will be removed in MME1.

MME1 may expect SGW3 will send also Delete Bearer Request to MME1, to inform MME1 to remove all the PDN connections associated with MME1, SGW3 and PGW1. So PDN connection for UE3 will be removed in MME1.

So until now, all the hanging PDN connections in MME1 due to the restart of PGW1 are totally and safely cleared!

NOTE:

In the corresponding CR in 3GPP TS29.274, we have also created a cause code to indicate the reason for sending Delete Bearer Request is due to "Remote peer has restarted" for the statistical reason. 
In the same CR we also considered how to used TEID-C in this case, the SGW can actually pick any of TEID-C which is connected to a hanging PDN connection in the MME, but we thought since this Delete Bearer Request is to address all the hanging PDN connections associated with the restarted PGW and the SGW itself, so we suggested to use TEID-C=0.

1.2 Hanging PDN Connection in PGW due to MME/S4-SGSN restart
Let's take a closer look at what is going to happen if an MME restarted and what UE will react most probably:

The S11 interface is broken due to MME restart, UE will most probably either re-attach to network or may stay with the same MME. 

In case UE re-attached to the network, the eNB will select most probably a new MME through MME selection procedure since the old MME is lost contact. The new MME using DNS procedure might select exactly the same SGW and the same PGW (Case A), the same SGW and different PGW (Case B), the different SGW but the same PGW (Case C), the different SGW and the different PGW (Case D).

Case A. the same as old SGW and the same as old PGW are selected:

The SGW will then receive Create Session Request since new MME won't get UE context from the old MME, no matter what EBI is selected, the SGW should replace the old UE context/PDN connection with new one. Once the PGW receives CSR, it should do the same as the SGW does.  

Once the old MME restart is finished, the incremented Recovery IE is sent to the SGW, the SGW will remove a PDN connection/MM context associated with that MME, for those PDN connection / MM context have been replaced thus those are not applicable any more. (No problems!) 

Case B. the same SGW and the different PGW are selected:

The SGW will then receive Create Session Request since new MME won't get UE context from the old MME, no matter what EBI is selected, i.e. the same EBI or not same EBI as the existing one, the SGW should replace the old UE context/PDN connection with new one. The SGW forward the CSR to the new PGW and complete the initial attach procedure.

Once the old MME restart is finished, the incremented Recovery IE is sent to SGW, the SGW will remove a PDN connection/MM context associated with that MME, for those PDN connection / MM context have been replaced thus those are not applicable any more. While all the PDN connections associated with that restarted MME in the old PGW will be hanging there until UE setup PDN connection again towards this PGW using the same EBI. 
Case C. the different SGW and the same as old PGW are selected:

The SGW will then receive Create Session Request since new MME won't get UE context from the old MME, and SGW will forward CSR to the old PGW. Here in case the EBI selected by new MME is different from the existing EBI, PGW might just create new PDN connection, but it is possible that PGW is smart enough to remove the old PDN connection from the old SGW already since PGW should know UE is only allowed to connect to one SGW at the same time.

Once the old MME restart is finished, the incremented Recovery IE is sent to SGW, the old SGW will remove a PDN connection/MM context associated with that MME. This case, there are still possibilities that there will be hanging PDN connections in the old PGW.
Case D. the different SGW and different PGW are selected:

In this case, a pure new PDN connection is established in new SGW and new PGW. All the PDN connections associated with the restarted MME will be hanging in old PGW until UE comes back. 
In case the affected UEs stay with the same MME (restarted MME), once the MME is recovered from the restart, the UEs have to re-establish PDN connections anyway, the old PGW might be selected or a new PGW might be selected, in case the new PGW is selected, then all the PDN connections associated with the restarted MME will be hanging in the old PGW until UE comes back.
In the summary, in case the MME/S4-SGSN has restarted, PGW can not get that information, in the worst case, all the PDN connection associated with that MME/S4-SGSN might be hanging in the PGW. The inactivity timer in PGW doesn't help, since for LTE access, the UE should be always online. 
Possible solution:

SGW initiated PDN connection cleanup procedure by send Delete Session Request to the PGW to help PGW to remove the hanging PDN connections per PDN connection basis. 
Since the MME F-TEID is not communicated to PGW, and in case inter MME/Intra SGW mobility procedure, the PGW might be anyway not updated due to there is possible no S5/S8 signaling. So we have to use Delete Session Request per PDN connection. 
2. Proposal
It is proposed to discuss the above solutions and resolve the problem. The associated CRs to 3GPP TS 23.007 and 3GPP TS 29.274 that are inline with the proposed solution above are submitted to this meeting.
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