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1 Description of the security risk in Recovery handling
Two types of Node Failure Notification mechanisms were introduced or remained in GTP v2 protocol:
· Full Node Failure Notification
Implemented by piggybacking a Restart Counter IE in Echo Request / Response messages and most session management messages.

Restart Counter IE is added for Echo Request message in GTP v2 only.

· Partial Node Failure Notification
Implemented by a pair of dedicated notification messages containing relevant CSIDs of the failure node.
The similar mechanisms of Node Failure Notification were also introduced into PMIPv6 protocol.

When a full or partial Node Failure Notification message is arrived, the receiving node shall scan all of the PDN connection contexts or PDP contexts to delete all the contexts associated with the node failure event.
Considering the big impact to the receiving node when receiving Node Failure Notification message (comparing with the normal session management message managing usually only one PDN connection), a malicious attacker may have enough motivation to fake a Node Failure Notification message (e.g. Echo Request or Delete PDN Connection Set Request) and send it to the receiving node. The receiving node has to spend many of CPU resources to handle this event. Furthermore, if the attacker uses the IP address of a valid EPC node (called victim node in the following) as the source IP address to encapsulate the Node Failure Notification message, bulk of contexts associated with that valid node may be deleted by mistake. This is called IP address spoofing attack in security area.
For Full Node Failure notification, it is very easy for the attacker to randomly generate a restart counter which is different from the value the receiving node locally stored for the peer node. For Partial Node Failure notification, the possibility the attacker guesses the right CSIDs of the victim node depends on the internal algorithm of CSID allocation the victim node selects. Anyway, the process of cleaning unsynchronized contexts will be launched at the receiving node if the IP address spoofing attack is applied by Node Failure Notification mechanism.
It is FFS if it is the case that the SGW send a Partial Node Failure Notification Request message (a GTP v2 Delete PDN Connection Set Request or PMIPv6 Bulk Binding Revocation Indication message) containing NULL CSID to inform the PGW the event of MME full node failure.
The operator may be capable of managing its network properly to reduce the risk that the IP address spoofing attack takes places within its own network, but the operator can not ensure all of its roaming partners also manage their networks as well to prevent the attack. If the faked Node Failure Notification message is sent with a valid source IP address from other PLMN, the firewall deployed in the local PLMN can not distinguish whether or not the received Node Failure Notification message is impersonated. That’s means the firewall is incapable of protect the local network against this kind of attack.
2 Brief Analysis

The main problem is that currently EPC node trusts any received Node Failure Notification message. It is easier for the attacker to impersonate a valid EPC node to encapsulate a Request message with Node Failure Notification information and successfully pass it through the firewall to reach other EPC node. As the receiving node does not validate if the Request message comes from the real originating node the source IP address identifies before launches the contexts cleanup process, the contexts associated with the victim node may be mistakenly deleted if specific condition is met which is very easier to be met for Full Node Failure Notification and not very difficult for Partial Node Failure Notification.
If a validation step is added when the Node Failure Notification is received by a request message, it adds additional requirement to the attacker of capturing the validation message sent from the receiving node to the victim node to construct the corresponding confirmation message and send it back before the waiting timer on the receiving node expires. It does not completely avoid the IP address spoofing taking place but greatly steps up the difficult level of actualize the attack and makes it relevant easier for the network operator to track the attack attempts.
The next section provides signaling flow examples how this validation step works in existing Node Failure Notification handling procedures. 
3 Proposed solution
· Validation step in Full Node Failure Notification
The figure 1 as below shows the signalling flow where the proposed solution is applied in full Node Failure Notification handling.
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Figure 1 Validation in Full Node Failure Notification
Step 1.a:
Node Y receives a request message from Node X containing the latest restart counter of Node X. A malicious attacker may fake a request message using the IP address of Node X as the source IP address and containing a random restart counter value.
Step 1.b: 
Node Y sends back a response message as usual.

Step 2.a: 
Node Y compares the latest restart counter of Node X received in step 1.a with the previous restart counter value locally stored for Node X before. If the two values are not same, or no previous value was stored, Node Y does not launch the contexts cleanup process and / or stores the restart counter value received in step 1.a immediately. It initiatively sends an Echo Request message to Node X to query the latest restart counter value.

Step 2.b: 
Node X sends back an Echo Response message as usual, containing the latest restart counter. 
Step 3: 
Node Y compares the latest restart counter of Node X received in step 2.b with the restart counter value locally stored for Node X before and launches the contexts cleanup process accordingly if two values are different.
Please note in figure 1, Echo Request of message 1.a could be any of other session management messages which are capable of carrying restart counter IE, e.g. Create Session/ Modify Bearer Request. If so, the message 1.b shall be replaced by corresponding response message.

That is to say, the receiving node does not really trust the Node Failure Notification event delivered by any request message (push mode). But it will trigger a validation step by the receiving node sending an echo request to the originating node to query the latest restart counter value in order to validate the authenticity of the node failure event. The Sequence number in message 2.a (SN2) assigned by Node Y is used as a “validation Token”. No new message type or information element is added. The receiving node will trust the restart counter value included in the response message of step 2. b (pull mode).
At the access point the faked Node Failure Notification message is injected into the network, the attacker may be able to use the IP address of the victim node as the source IP address to encapsulate the request message and successfully send it to the receiving node traversing the IP firewall, but it does not make sure that the attacker is also able to sniff the messages sent to the victim node. Even if the message sent to the victim node also passes through the access point of the attacker, as the specific validation message towards the victim node is mixed in huge flux traversing the access point (e.g., and IP router or an Ethernet Lan switch), it is more difficult for the attacker to filtrate the exact message containing validation information in a short time before the waiting timer started on the receiving node expires. It greatly reduces the risk of successfully actualizing the attack. Furthermore, the additional validation step will be helpful to track the attack action because the possible access points to actualize IP address spoofing are limited in the network when this validation steps is applied.
· Validation step in Partial Node Failure Notification
The figure 2 as below shows the signalling flow where the proposed solution is applied in partial Node Failure Notification handling.

To avoid introducing new messages, the existing messages designed for Partial Node Failure handling are reused but a new cause value and a new information element called “Token” are added. The “Token” IE assigned by Node Y in step 1.b is used to validate the authenticity of Partial Node Failure event delivered by message 1.a.
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Figure 2 Validation in Partial Node Failure Notification
Step 1.a:
Node Y receives a Delete PDN Connection Set Request message without Token IE included, 
Step 1.b:
Node Y does not immediately launch the contexts cleanup process but sends back a Delete PDN Connection Set Response with cause value “Validation Required” and a Token IE included. 
Step 2.a: 
When receiving the Delete PDN Connection Set Response of step 1.b, Node X sends a new Delete PDN Connection Set Request message, with the same CSIDs, and a Token IE copied from message 1.b.
Step 2.b:
Node Y compares the Token value included in message 2.a with the Token value allocated in step 1.b. if the Tokens are matched, Node Y launches cleanup process to clean the contexts associated with the CSIDs of Node X included in Delete PDN Connection Set Request message.
Step 2.c
Node Y sends back Delete PDN Connection Set Response with Cause set to “Request Accepted”.
4 Conclusion
In the proposed solution shown above, the additional validation step greatly reduce the security risk of EPC system with very little cost. No protocol modification is needed for Full Node Failure Notification.  One new cause value and new IE are needed for Partial Node Failure Notification. 
Considering the risk the faked Node Failure Notification messages bring to the network, it is worth of making this improvement to enhance security level of EPC system.

5 Proposal
It is proposed that CT4 discusses and confirms the analysis in this contribution. If the proposed solution is approved, Huawei has prepared corresponding CRs towards 23.007, 29.274 and 29.275 to implement this improvement.
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