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* * * First Change * * * *

2
Design objectives

To avoid loss of all the data stored in a location register when part of the equipment of the location register fails, a regime must be implemented to secure the data. This regime can include replication of volatile storage units and periodic back-up of data to non-volatile storage. If the data security regime ensures the integrity of the data in spite of failure of part of the location register equipment then there will be no impact on service. This Technical Specification describes the procedures to be used when the integrity of data in the location register cannot be ensured; that situation is referred to below as "failure".

The VLR and SGSN shall erase all IMSI records affected by the failure when it restarts after a failure. The GGSN shall erase all non-static PDP records affected by the failure and restore static PDP records when it restarts after a failure.

For the HLR, periodic back-up of data to non-volatile storage is mandatory.

The reliability objectives of location registration are listed in 3GPP TS  43. 005 [9]. 

The MME, S-GW and P-GW must similarly have a regime to secure the PDN connection and bearer data at failures. When an MME, SGW or PGW has a full node restart or fails all PDN connections and bearer records associated with the failing node shall be erased and any internal resources released.
Clause x "" specifies how a GTP-C entity restart is detected and handled by the peer.
* * * Next Change * * * *

10.1
Restart of the GGSN

After a GGSN restart, all the PDP contexts, the MBMS UE contexts, and the MBMS Bearer contexts stored in the GGSN and affected by the restart become invalid and may be deleted. 

When the SGSN detects a restart in a GGSN (see clause X "GTP-C based restart procedures") with which it has one or more PDP contexts activated, it shall deactivate all these PDP contexts and request the MS to reactivate them. When the SGSN detects a restart in a GGSN with which it has MBMS Bearer context(s) and/or MBMS UE context(s), it shall delete all these MBMS Bearer context(s) and/or MBMS UE context(s).
* * * Next Change * * * *

11.1
Restart of the SGSN

After an SGSN restart, the SGSN deletes all MM, PDP, MBMS UE, and MBMS Bearer contexts affected by the restart. 

When the GGSN detects a restart in an SGSN (see clause X "GTP-C based restart procedures") with which it has PDP context(s) activated and/or MBMS UE context(s), it shall delete all these PDP context(s) and/or MBMS UE context(s). When the GGSN detects a restart in an SGSN with which it has any MBMS Bearer context, it shall not delete the MBMS bearer context unless all SGSNs connected to the GGSN restart.

* * * Next Change * * * *

14.1
Restart of the MME

14.1.1
Restoration Procedures


After an MME restart, the MME shall delete all MM Bearer contexts affected by the restart that it may have stored.

Editore's note: It is FFS if MME maintains an SGW Restart and PGW Restart counter for each SGW and PGW with which the MME is in contact (contact with PGW is occurs indirectly though an SGW) 



When an MME detects that a peer SGW or peer PGW has restarted (see clause X "GTP-C based restart procedures") it shall as a default delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal MME resources associated with those PDN connections. The MME may optionally perform other implementation specific actions such as to clear external resources (e.g. S1-MME messages to clear RNC resources) or more advanced forms of restoration.

NOTE:
The MME will have the identity of the PGW and SGW currently in use for a PDN connection available in the MME’s PDN connection table as part of existing EPC procedures as well as other peer state data.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address).

Editor's not: It is FFS if MME shall maintain a separate locally stored copy of the last valid received restart counter for each PGW and SGW peer.

The MME shall detect a peer SGW as currently unavailable by the MME sending a series of GTPv2 echo requests and not receiving a GTPv2 echo response within a period of time (see 3GPP TS 29.274 [13]).

Editor's Note:
It is FFS if an unavailable node shall be treated in the same way as a restarting node.





Editor’s note: MBMS over EPC is FFS.

Editor’s note: It is for FFS if the MME may keep track of other nodes it is communicating directly with using GTPv2 in a similar manner (i.e. SGSN or other MME).
* * * Next Change * * * *

16.1
Restart of the SGW

Editor’s Note: The details for handling the Restart counters for the PMIPv6 S5/S8 messages between the SGW and the PGW are subject to status of IETF drafts. The text below assumes draft-koodli-netlmm-path-and-session-management-00.txt is used but that draft will probably be merged with draft-devarapalli-netlmm-pmipv6-heartbeat-03. If these drafts do not progress then the PMIPv6 heartbeat request and heartbeat response from the PMIPv6 heartbeat draft [15] would replace the NERQ and NERP messages respectively.
16.1.1
Restoration Procedures


After an SGW restart, the SGW shall delete all MM Bearer contexts affected by the restart that it may have stored.

Editor's note: The SGW maintains an MME Restart and PGW Restart counter for each MME and PGW with which the SGW is in contact (note that contact with the PGW can be via GTPv2 or PMIPv6).

During or immediately after an SGW Restartthe SGW shall place local SGW restart counter value in all GTPv2 Echo request and Echo response messages the SGW sends (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).

The SGW will receive the PGW and MME restart counters in GTPv2 Echo request and Echo response messages that the SGW receives from the MME and PGW (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).

When an SGW detects that a peer MME or peer PGW has restarted (see clause X "GTP-C based restart procedures") it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal SGW resources associated with those PDN connections. The SGW shall not try to directly clear resources in the MME or PGW. The SGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages).

NOTE:
The SGW will have the identity of the MME and PGW currently in use for a PDN connection available in the SGW’s PDN connection table as part of existing EPC procedure.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address or PGW PMIPv6 IP address for PMIPv6 S5/S8).

Editor's note: It is FFS if SGW shall maintain a separate locally stored copy of the last valid received restart counter for each MME and PGW peer.

The SGW shall detect a peer MME or PGW as currently unavailable by the SGW sending a series of GTPv2 echo requests (NERQ for PMIPv6 based S5/S8) and not receiving a GTPv2 echo response (NERP for PMIPv6 based S5/S8) within a period of time (see TS 29.274 [13]).

Editor's Note:
It is FFS if an unavailable node shall be treated in the same way as a restarting node.





* * * Next Change * * * *

17.1
Restart of the PGW

Editor’s Note: The details for handling the Restart counters for the PMIPv6 S5/S8 messages between the SGW and the PGW are subject to status of IETF drafts. The text below assumes draft-koodli-netlmm-path-and-session-management-00.txt is used but that draft will probably be merged with draft-devarapalli-netlmm-pmipv6-heartbeat-03. If these drafts do not progress then the PMIPv6 heartbeat request and heartbeat response from the PMIPv6 heartbeat draft [15] would replace the NERQ and NERP messages respectively.
17.1.1
Restoration Procedures


After a PGW restart, the PGW shall delete all MM Bearer contexts affected by the restart that it may have stored.

Editor' note: The PGW maintains an MME Restart and SGW Restart counter for each MME and SGW with which the PGW is in contact (note that contact with the SGW can be via GTPv2 or PMIPv6).

During or immediately after an PGW Restart, the PGW shall place this PGW restart counter value in all GTPv2 echo requests and echo responses the PGW sends (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).

The PGW will receive the SGW and MME restart counters in GTPv2 echo requests and echo responses that the PGW receives from the MME and SGW (for PMIPv6 based S5/S8 the NERQ and NERP PMIPv6 messages).When an PGW detects that a peer MME or peer SGW has restarted it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal PGW resources associated with those PDN connections. The PGW does not try to directly clear resources in the MME or SGW. The PGW may optionally perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages).

NOTE:
The PGW will have the identity of the MME and SGW currently in use for a PDN connection available in the PGW’s PDN connection table as part of existing EPC procedure.

Editor’s note: It is for FFS if the peer is identified by an explicit ID in the GTPv2 message or is derived from with an existing identifier in the PDN connection table and GTPv2 connection (i.e. GTPv2 control plane IP address or SGW PMIPv6 IP address for PMIPv6 S5/S8).

Editor's note: The PGW shall maintain a separate locally stored copy of the last valid received restart counter for each MME and SGW peer.

The PGW shall detect a peer MME or SGW as currently unavailable by the PGW sending a series of GTPv2 echo requests (NERQ for PMIPv6 based S5/S8) and not receiving a GTPv2 echo response (NERP for PMIPv6 based S5/S8) within a period of time (see TS 29.274 [13]).

Editor's Note:
It is FFS if an unavailable node shall be treated in the same way as a restarting node.





* * * Next Change * * * *

X
GTP-C based restart procedures

Across GTP-C based interfaces an SGSN, MME, GGSN, SGW and PGW utilize either GTPv1-C or GTPv2-C Echo Request and Echo Response messages to detect and handle a restart.
A GTP-C entity maintains in volatile memory a remote (peer's) Restart counter with which the entity is in contact, and in non-volatile memory a local (own) Restart counters that relate to each peer. After GTP-C entity has restarted, it shall immediately increment all local Restart counters and shall clear all remote Restart counters. 

GTP-C entity may have a common local Restart counter for all peers, or it may have a separate local Restart counter for each peer.
A GTP-C entity may perform a polling function towards each peer with which it is in contact by sending an Echo Request message. The presence of the Restart counter in Echo Request message depends on the GTP-C version and therefore is specified in 3GPP TS 29.060 [8] and 3GPP TS 29.274 [13], respectively.
A GTP-C entity shall be prepared to receive an Echo Request message at any time and it shall reply with an Echo Response message. The Restart counter shall be included in an Echo Response message.
The GTP-C entity that receives an Echo Response from a peer shall compare the received remote Restart counter value with the previous Restart counter value stored for that peer entity. 
· If no previous value was stored, this indicates that ether the peer has not restarted, or that the GTP-C entity, which have received Echo Response message has restarted. The Restart counter value received in the Echo Response shall be stored for the peer.
· If the value of a Restart counter previously stored for a peer differs from the Restart counter value received in the Echo Response message, this indicates that the entity that sent the Echo Response has restarted. The received, new Restart counter value shall be stored by the receiving entity, replacing the value previously stored for the peer.
Editor's note: Restart counter may be sent also with other GTP-C tunnel management messages. This should be reflected in this clause.
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