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1. Introduction
Partial Failure Handling was discussed at CT4 meeting #40 in Budapest. This paper presents various issues that arise when supporting Partial Failure Handling.
Partial Failures are those in which an entire node does not undergo failure but a software or a hardware failure renders a subset of the sessions obsolete. CT4 WG needs to decide whether protocol level operations are necessary to handle such failures in a multi-vendor environment. Incidentally, Partial Failure Handling is not used in today’s operational carrier networks. Hence, let us consider the requirements placed on the nodes in such operational networks.

1. High reliability with high scale: network nodes are expected to support certain carrier-grade reliability in terms of subscriber session management and network management. This means the nodes are expected to support recovery operations transparently to already established subscriber sessions in the event of partial failures such as a software process failure or a hardware resource fault. Such recovery should scale even as the number of subscriber sessions are increased, some times, by manifolds. Typically, single points of failure should be transparent to subscribers and operators. With the introduction of LTE, network nodes should be capable of supporting higher amounts of subscribers with higher data rates. However, there is no architectural implication in LTE that demands that such higher reliability be met with protocol mechanisms, rather than node-internal mechanisms, which is the case today.  
2. Graceful degradation: a network node may be unable to recover from a partial failure, although the probability of such an event should be extremely small; otherwise, this defeats meeting requirement 1 above. In such an event, the node should gracefully degrade service. The cost of actions taken to handle this scenario should be weighed against the likelihood of the event taking place. It appears that in today’s networks, this can be handled by either a) indicating UE-specific errors when tunneled PDUs arrive, or by b) proactively sending Delete PDP Context messages (when a node is able to recover at least some information from a failure, but not sufficient enough to recover the entire session). Incidentally, there have been no reported instances of “C-plane message deluge” because of this. 

3. Full node failures: Although even more rare, they do happen. Mechanisms already exist to handle such failures. 

In summary, requirements placed on today’s 3G network nodes already make them support Partial Failure Handling at the node level, but not at the protocol level across network nodes. It is not clear why that should be any different with the introduction of LTE. 

Now, let us consider the implications of supporting Partial Failure Handling.

1. Memory impact: When the support mechanism involves information storage of parameters not otherwise already stored, there is a direct impact on memory consumption. This is the case for every session that is established. This is also exacerbated by a node having to keep store of each of its counterparts. For instance, a MME needs to keep additional parameters (such as the Fully-Qualified Session Set Identifier List in Ericsson contributions C4-082024, C4-082030) for SGW and PGW. As mentioned above, the cost of such impact has to be weighed against the likelihood of event taking place, as well as the node requirement to handle it internally. 

2. Race conditions: Since a single MME can have multiple sessions with the same PGW via multiple SGWs, the failure events could reach the PGW via multiple control paths. Similarly, multiple partial failure indications could arrive at a MME from the same PGW. This can lead to race conditions in which the indications arrive after delay wherein re-created sessions may be deleted again (by an indication arriving after the previous one has been processed earlier). Although such events could be handled with further enhancements, scenarios such as this illustrate the complexity which needs to be considered. 

3. Architectural implications: Node implementations that incorporate a distributed architecture may not install state information linearly on a single resource. For instance, an architecture may distribute two sessions arriving on successive requests on two different processing cards running different software processes. Such implementations cannot make use of approaches that assume linear distribution (such as the TEID range in NSN contribution C4-082328). In other words, approaches that attempt to build on existing session state may be, surprisingly, difficult to extend for a purpose they were not designed for. 

In summary, the impact on network nodes to support Partial Failure Handling is significant. This needs to be considered in light of the requirements already placed on nodes to support high reliability with high scale.     
2. Reason for Change
Based on the above and other supporting analysis, there is no reason to introduce new changes. 
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed that the CT4 WG not specify any Partial Failure Handling protocol mechanism. Individual network nodes should be able to meet the requirement for reliability with scale, and degrade service gracefully as they do in today’s operating networks. 
