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1  Introduction

This document presents the possible solutions for failure detection of network elements supporting SIP message process. 
2  Discussion
One network element may find the failure of other elements if the expected response is not received in a specific time period after sending or retrying for several times to send a SIP Request. This will make the connection delay problem in IP network more worse. If the network element is able to know that the other network element fails before sending SIP Request, the situation could be improved. The network element which finds the failure could initiate the restoration procedure without sending the SIP Request to the failed network element. And it is also possible to inform the Operation and Maintenance Centre this failure event in time.
There are two possible solutions for this problem.
Alternative solution 1:

The network elements communicate with each other using some method to determine whether the opposite could accept SIP request.

Alternative solution 2:

A logically standalone network element could be deployed as a heartbeat server which could communicate with other network elements to detect the failure of them or other abnormal cases happened in the network. The detected network elements could also subscribe the failure event of each other towards the heartbeat server. When there is a failure of one network element, the heartbeat server could notify all other network elements which subscribed the failure event of the network element.
These two solutions all need a method to be used for failure detection communication.

Excerpts from RFC 3261:

The SIP method OPTIONS allows a UA to query another UA or a proxy server as to its capabilities.
As is the case for general UA behavior, the transaction layer can return a timeout error if the OPTIONS yields no response.  This may indicate that the target is unreachable and hence unavailable. That is, a 200 (OK) would be returned if the UAS is ready to accept a call, a 486 (Busy Here) would be returned if the UAS is busy, etc.  This allows an OPTIONS request to be used to determine the basic state of a UAS, which can be an indication of whether the UAS will accept an INVITE request.
From the above descriptions, the SIP method OPTIONS may be used to do the detection.

3  Recommendation/Proposal
According to the above discussion, it is proposed to add the following texts to the TR 23.820 v0.3.0.
**************   First Change    *******************

6.x
Failure Detection

There are two alternative solutions to do the failure detection of the network elements that supports SIP message process, such as S-CSCF, P-CSCF, SIP-AS and so on.

Alternative Solution 1:

The network elements communicate with each other using SIP OPTIONS to determine whether the opposite could accept SIP request. If one network element does not receive the response to the OPTIONS from the opposite, it could ascertain that the opposite fails. 
The following figure shows the failure detection procedure.
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Figure 6.x.1 Failure detection
Note: The network element that finds the failure could initiate the restoration procedure when receiving SIP Request without sending the SIP Request to the failed network element. It is also possible to inform the Operation and Maintenance Centre this failure event in time.
Alternative solution 2:

A logically standalone network element could be deployed as a heartbeat server which could communicate with other network elements using SIP OPTIONS to detect the failure of them or other abnormal cases happened in the network. If the heartbeat server does not receive the response to the OPTIONS from one network element, it could ascertain that the network element fails. The detected network elements could also subscribe the failure event of each other towards the heartbeat server. When there is a failure of one network element, the heartbeat server could notify all other network elements which subscribed the failure event of the network element. 

The following figure shows the failure event subscription and notification procedure.
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Figure 6.x.2 Failure Subscription and Notification
Note 1: The network element that finds the failure could initiate the restoration procedure when receiving SIP Request without sending the SIP Request to the failed network element. It is also possible to inform the Operation and Maintenance Centre this failure event in time.
Note 2: The Detecting Network Element in the above figure is just a logically standalone network element. In deployment, the function of the Detecting Network Element could be implemented on any network element supporting SIP message process.
**************   End of Change    *******************
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