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1.
Introduction

In CT4#36Bis contribution C4-071421 compared the requirements for MGW selection in BICC and SIP-I and concluded that for SIP-I it is not valid to use the bearer establishment direction terminology as used for BICC as there is no bearer establishment protocol for SIP-I.

The contribution then introduced the terms Deferred MGW Selection (when the Offerer does not select a MGW but the decision is deferred until the answerer returns its MGW identity) and Optimised MGW Selection (when the offerer signals forward the selected MGW Identity permitting the answerer to select the same MGW).

The meeting agreed that should such a requirement be wanted for SIP-I on Nc then a specific MGW Identity (rather than the IP connection point address) would be required.

The proposed stage 2 changes were not agreed due to the following issues:

1. The value of using 1 MGW with 2 internal virtual MGW configurations, i.e. 2 Contexts, was questioned: does it provide any resource savings over selecting 2 separate MGWs ?
2. There was an alternative proposal to allow a single MGW to be selected and intermediate nodes to bypass the MGW connection altogether, i.e. to permit Call Mediation Node within 3GPP Logical Network Architecture.

This paper discusses further these issues in order to make a decision on whether Optimised or Deferred MGW selection should be included in SIP-I on Nc for Rel8.

2.
Virtual MGW
The concept of virtual MGWs was introduced in the development of BICC and associated bearer control function architecture. The concept is clearly defined in ITU-T H.248.1 Clause 11.
The BCU-Id was introduced into BICC APM (Q.765.5 Clause 11.1.12) for this purpose "…to aid Bearer Interworking Function selection by the Call Service Function. " to be able to signal the Bearer Control Unit  identity so that peer CSMs could create virtual MGW connections within this MGW.
The procedures for using a BCU-Id are described in Q.1902.4 Clause 19.
A single physical MGW may not be able to determine that each Context of a virtual MGW belongs to the same call (this is down to the implementation of the MGW) however it is clear that there are common resources such as processors, power supplies etc that are independent of the Context configuration, i.e. are shared for each virtual MGW that would be duplicated if more than one physical MGW were used. Further, the overhead for purchasing and managing the MGWs in a network (physical location/housing/installation/maintenance) may be reduced.
Having all virtual MGW on one physical MGW reduces the number of interface boards. 
Example: in case of mobile-mobile calls 6 terminations are seized and 6 interface cards are needed (2 terminations/interface cards for oMSC, 2 for GMSC and 2 for tMSC). With optimal MGW selection 2 interface cards are needed.
Having multiple virtual MGWs on one physical MGW supports introduction of pooled devices, which enables improved speech quality and cost efficiency for such devices. Assuming the calling side does not know which devices are needed/will be selected, it would select any MGW. When the terminating side identifies the need of a resource and selects the appropriate MGW then the originating side may not be able to connect to that MGW. 
Example: usage of AMR-WB; the originating side does not know if AMR-WB is finally selected. If AMR-WB devices are pooled in a few MGWs and it should select a MGW prior to completion of codec negotiation it does not know which one and may select a MGW that cannot support AMR-WB or select the limited resource AMR-WB pool MGW which then may not be needed if the codec negotiation does not result in AMR-WB being supported.

Optimized MGW selection allows Iu@edge. This function provides bandwidth saving. Note, that codec negotiation is an optional function in SIP-I, with the consequence that PCM may result when codec negotiation is not used or negotiation results in PCM being the only common codec between the PLMN and external network. Note, MGWs at the edge of the network can again be optimized for such connections such as providing TCME whereas such equipment should not be distributed to MGWs at the UTRAN/MSC edge.
One disadvantage is the additional configuration efforts; the operator has to configure many MGW nodes in every MSC and virtual physical and ephemeral terminations within each MGW. Without optimized MGW selection the number of MGW nodes controlled from one MSC can be reduced.
Signalling the MGW Identity also permits optimized transport/routing even if multiple MGWs are in the end selected as the terminating node may have a number of MGW's to choose that are not the same as the one selected by the preceding node but based on the location of the already selected MGW the subsequent MGW selection can be optimized for shortest transmission distance.
3.
MGW bypass
At CT4#36-bis it was proposed that an optimisation of the MGW selection should allow a gateway node (GMSC) to bypass the selection of a MGW, leaving the terminating MSC to select the MGW and a single context for the PLMN. This would then require the GMSC node to forward the IP connection address of the external network to the terminating MSC and also return the IP connection address of the terminating MGW's network Termination to the external network. The argument for doing this is that it saves one context/virtual MGW in the physical MGW and the associated resources for that context and the interlink between the 2 virtual MGWs.

There are however a number of arguments against this approach that were also raised in the meeting:

1. This creates a CMN functional node in the GMSC which is not permitted under the current logical network architecture and therefore is against the agreement/scope of the SIP-I on Nc WI; TS 23.002 defines each logical Server node (including GMSC) as consisting of both a server and a MGW.
2. As the functional behaviour is not part of the current logical architecture the associated procedures are not specified in TS 23.205 either.
3. This leaves the decision to select the MGW at the terminating node which may then not be a suitable MGW for the interconnection to the external network.

4. Many call scenarios require that the GMSC Server has access to the bearer plane and therefore will need to implement other mechanisms to link in a MGW if needed; solutions for this are still under dispute given the signalling complexity and potential latency issues. 
4.
Summary

4.1
Optimised/Deferred MGW Selection
4.1.1
 Advantages of Optimised MGW Selection
1) Aligns SIP-I on Nc with BICC on Nc feature.
2) Common resources within the MGW platform can be optimised.

3) Potential to reduce purchase cost, maintenance/OPEX.

4) Reduced number of interface cards.

5) Pooling of special or scarce resources can be optimised.

6) Iu/transcoding at the network border for networks not supporting OoBTC procedures. 

7) Transmission can be optimised.

4.1.2
Disadvantages with Optimised/Deferred MGW Selection

1) Additional initial  network configuration to support greater MGW to Server associations.
4.2 MGW Bypass Option

Similar advantages as per 4.1 but with the additional saving of the Context and associated resources (terminations, interlink bearer resources) however the proposal is beyond the agreed scope of CS logical architecture and may in reality not be able to be bypassed in most call scenarios.
Conclusions
There are still reasonable gains to operators for supporting the option to defer or optimise the MGW Selection. Bypassing the MGW altogether by the GMSC is not permitted currently in BICC and such architectural changes are not within the scope of  SIP-I on Nc in Rel8.  The advantages for MGW bypass seem small in addition to the Optimised/Deferred MGW and in many cases would not be invoked anyway.
Proposed Changes to TS 23.231:

4
Main Concepts

4.1
General

The SIP-I circuit switched core network supports the IP transport mechanism. The passage of compressed speech at variable bit rates is possible through the CS core network.

The CS core network shall employ the MSC server, GMSC server and media gateways. The GMSC server and MSC server shall provide the call control and mobility management functions, and the media gateway shall provide the bearer control and transmission resource functions. The media gateway shall contain the stream manipulating functions.

The GMSC server and MSC servers are connected to the media gateway via the Mc reference point. The MSC servers and GMSC servers are connected with the Nc reference point. There may be a number of call control transit nodes between the MSC server and GMSC server in the Nc reference point. The MGWs are connected with the Nb reference point.

The users connected to the CS core network shall not be aware whether a MSC server – media gateway combination is used or a monolithic MSC is used.

4.2
Call Control

The protocol used on the Nc interface shall be a SIP-I call control profile supporting the IP transport mechanism for the ISDN service set, allowing the physical separation of the call control entities from the media transport entities.

4.3
H.248

H.248 has been developed within the ITU-T, and supports a separation of call control entities from media transport entities. H.248 is used on the Mc interface between the (G)MSC servers and the media gateway.

4.4
MGW Selection

4.4.1
General Principles
It shall be possible to indicate the selected MGW identity in a SIP-I message to enable the receiver of the SIP-I message to select the same MGW if it has H.248 gateway control protocol interface to this MGW. 

It shall be possible to signal in a SIP-I message the MGW identity of a seized MGW when the termination within the MGW has been seized or when the termination has not been seized; in the latter case an indication shall be provided that the user plane connection is not connected. This provides the receiver of the SIP-I message with greater success to seize a single common MGW but also perform codec negotiation during the initial offer/answer. 

It shall be possible to signal in a SIP-I message the MGW identity of a proposed (i.e. not yet seized) MGW together with an indication that the user plane connection is not connected.
A MSC-IW-S or GMSC-S shall always seize a MGW at the network border; the identity of the selected MGW shall not be signalled to external networks.

The general call establishment procedures to allow deferred or optimised MGW selection are described in clauses 4.4.2 and 4.4.3.

4.4.2
Deferred MGW selection

In the example in Figure 4.4.2.1 the offerer is an originating MSC Server which does not signal a MGW identity and at the same time indicates that the user plane connection is not connected. The answerer is an MSC-IW-S which seizes the MGW at the network border and returns the MGW identity to the originating MSC Server. The originating MSC Server is able to select the same MGW and seizes a bearer termination and indicates in the second offer to the MSC-IW Server that the user plane connection is connected.
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Figure 4.4.2.1: Deferred MGW Selection

4.4.3
Optimised MGW Selection

In the example in Figure 4.4.3.1 the offerer is a GMSC Server which has seized a MGW at the network border. The initial offer indicates that a MGW is connected and includes the MGW identity. The answerer is a terminating MSC Server which is able to connect to the same MGW and seizes a bearer termination in this MGW and returns the user plane connection address in the answer.
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Figure 4.4.3.1: Optimised MGW Selection
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