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1 Introduction

At CT4#30 in Denver, Ericsson submitted a discussion paper detailing issues with GTP Path Recovery. As a result, CRs were created that reverted to the Rel 5 version which removed GTP Path Recovery changes that had been included in Rel 6.

The changes made to Rel 6 were undertaken by Nortel because of the possibility of dangling PDP contexts that could result from the existing Rel 5 version of GTP Path Recovery. These problems continue to exist and remain an issue that needs to be resolved. 

The issues brought forth are summarized here:

· The enhanced GTP Path Recovery procedure failed to consider the case of multiple paths that could exist between the GSNs. This led to problems identifying which link was referred to in the Restart counter that was transported by the Recovery IE.

· Backward compatibility issues exist when GTP Path Recovery procedure is attempted between Rel 5 and Rel 6 GSNs that use multiple paths. 

Currently, separate mechanisms exist for handling dangling PDP contexts as the result of path failure or the restart of a GSN. In the case of path failure, the PDP contexts are deleted but no indication of that is provided for the peer GSN, thus leaving the PDP contexts dangling on the peer. In the case of a GSN restarts, the Restart counter is sent to the peer GSN and those PDP contexts associated with the restarted GSN can be cleaned up. The original Nortel proposal attempted to combine these 2 procedures so as to allow path failure deletions to be communicated to the peer GSN via the same Restart counter and eliminate the dangling contexts.

The problem with this procedure occurs because the Restart counter is associated with all PDP contexts on the GSN and path failure is only associated with those contexts on a particular path. If only one path exists between the 2 GSNs, the procedure works properly. However, when multiple paths are in use, the receiver of the new Recovery IE may be confused.

The procedure will work properly if one of two changes is made.

1) The Restart counter is incremented when a restart occurs or a failure on any path occurs. In this case, all PDP contexts associated with the peer GSN must be deleted because existing Path Recovery procedure assumes that the Restart counter mismatch indicates failure of the peer GSN and all PDP contexts associated with that GSN are no longer active and should be deleted. This potentially creates a situation where active contexts on active paths are deleted unnecessarily.

2) The Restart counter is incremented only when a restart occurs and path failures are communicated via a separate counter in a new IE that carries the counter value and the path it is associated with. The Path Failure counter IE contains the signalling address of the SGSN as provided in the Create PDP Context Request and signalling address of the GGSN as provided in the Create PDP Context Response. Rel-7 GSNs would send and receive the new IE and would be able to remove all dangling PDP contexts whether they occurred because of a restart of path failure. Rel-6 and earlier versions would ignore the new IE and only remove those dangling PDP contexts created by a restart. In this case, Rel-6 and earlier GSNs would still potentially have dangling PDP contexts that could not be removed but the situation would be no worse than that which currently exists. 

2 Proposal

Nortel proposes that a new IE be created that transports a new Path Recovery counter value and the path that it is associated with. This IE will be sent at the time that the Recovery IE is sent.

A path failure counter shall be maintained for each path that a GSN has active PDP contexts using. The path is defined as the signalling address of the SGSN in the Create PDP Context Request and the signalling address of the GGSN provided in the Create PDP Context Response. This path failure counter is created when a PDP context is created on a path which has not been used previously. When a GSN notices that a path between itself and a peer GSN has failed, if it deletes all contexts that are associated with that path, it shall change the path failure counter value associated with that path immediately after completing the local deletions.  The value shall be incremented by 1 modulo 256 (see 3GPP TS 23.007 [3]).
If the path failure counter value is changed, it shall be sent to the peer GSN in the next available GTP-C message. Upon receiving this IE, the peer GSN will compare the value to the currently stored value, and if it is different, store it and delete all PDP contexts associated with the path if it has not already done so.

Both ends of a path should have the same value for its path counter. If both ends determine that the path has failed, each will increment the counter and delete their PDP contexts. Each will then send Path Failure Counter IEs and because the value received matches the stored value, neither end deletes any PDP contexts.

If only one end notices the path failure, it will increment its path failure counter value, delete the associated PDP contexts, and send a Path Failure Count IE to the peer GSN. The receiver will compare the received value with the stored value and because they are different, it will delete its PDP contexts associated with the path.

Upon receiving a Recovery IE, the GSN deletes all PDP Contexts associated with the sending GSN, stores the value of the Restart counter in volatile memory, deletes all PDP Contexts associated with the sending GSN, and deletes all path counters associated with paths from the sending GSN.

Pre-Release 7 GSNs will not recognize the new Path Failure Counter IE and therefore will ignore it. Path recovery will not include deletion of PDP contexts associated with paths. Only after a restart will PDP contexts be deleted. 
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3 Analysis of Backwards Compatibility
With reference to the network configuration shown above, the following analysis of possible failure scenarios has been considered.  The concept of ‘noticed’ and ‘not-noticed’ is used in this analysis.  ‘Noticed’ means that the node has attempted N3 attempts of a GTP-C message without reply and so is of the opinion that the receiving node is unreachable.  ‘Not noticed’ means that whilst the link between two nodes may be down, or the receiving node is out of commission, the node that would have sent the GTP-C messages to the receiving node has not sent any GTP-C messages in the period that the failure has occurred.

g1-s1 Path failure between GGSN1 and SGSN1
· If GGSN1 has noticed that the g1-s1 path is down, it may delete the contexts affected.  If it does so, it updates g1-s1 path failure counter from 'e' to 'e+1' in volatile memory, sends the revised Path Failure counter  to SGSN1 in the next available GTP-C message, and SGSN1 stores the revised value in volatile memory.  If SGSN1 has not noticed that the path is down, upon receipt of the updated value of the Path counter, it deletes the contexts associated with that path.  If GGSN1 has not deleted the contexts, it does not update its value for the s1-g1path failure counter in volatile memory.
· If SGSN1 has noticed that the g1-s1 path is down, it may delete the contexts affected.  If it does so, it updates s1-g1 path failure counter from 'e' to 'e+1' for that path to GGSN1 in volatile memory, sends the revised path failure counter  to GGSN1 in the next available GTP-C message, and GGSN1 stores the revised value in volatile memory.  If GGSN1 has not noticed that the link is down, upon receipt of the updated value of g1-s1 path counter, it deletes the contexts associated with that path.  If SGSN1 has not deleted the contexts, it does not update its value for g1-s1 Path failure counter related to that path in volatile memory.
· If neither node has noticed that the link between them is down, no updates take place.
g2-s4 Path failure between GGSN1 and SGSN3 is down
· If GGSN1 has noticed that the g2-s4 path is down, it may delete the contexts associated with that path.  If it does so, it updates g2-s4 path failure counter from 'h' to 'h+1' for the g2-s4 path to SGSN3 in volatile memory, sends the revised g2-s4 path failure counter to SGSN3 in the next available GTP-C message.  If SGSN3 has not noticed that the g2-s4 path is down, it takes no action because it does not recognize the new Path Failure Counter IE and ignores it.  If GGSN1 has not deleted the contexts, it does not update its value for g2-s4 path failure counter in volatile memory. The contexts will be left dangling on SGSN3 (this is the behavior of a GSN according to standards as they stand today).
· If SGSN3 has noticed that the link is down, it may delete the contexts affected.  However, because SGSN3 is not supporting the new Path Failure Counter  IE, it does not have a mechanism to inform GGSN1 that the contexts associated with the link have been deleted.  If GGSN1 has not noticed that the link is down and SGSN3 has deleted the associated contexts, the contexts will be left dangling on GGSN1 (this is the behavior of a GSN according to standards as they stand today).
· If neither node has noticed that the link between them is down, no updates take place.
g3-s2 Path between GGSN2 and SGSN1 is down

· If GGSN2 has noticed that the link is down, it may delete the contexts affected.  However, because GGSN2 is not supporting the new Path Failure Counter IE, it does not have a mechanism to inform SGSN1 that the contexts associated with the path have been deleted.  If SGSN1 has not noticed that the link is down and GGSN2 has deleted the associated contexts, the contexts will be left dangling on SGSN1( this is the behavior of a GSN according to standards as they stand today).
· If SGSN1 has noticed that the link is down, it may delete the contexts affected.  If it does so, it updates g3-s2 path failure counter from 'j' to 'j+1' for the path to GGSN2 in volatile memory, sends the revised g3-s2 path failure counter to GGSN2 in the next available GTP-C message.  If GGSN2 has not noticed that the link is down, it takes no action because it does not recognize the new Path Failure Counter IE and ignores it.  If SGSN1 has not deleted the contexts, it does not update its value for the g3-s2 path failure counter in volatile memory.
· If neither node has noticed that the link between them is down, no updates take place.
g3-s4 Path between GGSN2 and SGSN3 is down

· This is the same situation as current Path Failure procedures since neither device supports the new Path Failure Counter IE.
GGSN1 is down

· When GGSN1 comes back up it sends Recovery IE in next available GTP-C messages with Restart value a+1 to SGSN1, b+1 to SGSN2 and c+1 to SGSN3.  Upon receipt of the updated Recovery IE values, the SGSNs delete contexts that were active on the links to GGSN1 if they have not done so already (see below). They also delete any path counters that were associated with the restarted peer GSN.
· If  SGSN1 and SGSN2 have noticed that there is no response from GGSN1, they may delete the contexts affected (note that they have no way of telling at the GTP-C layer whether GGSN1 is down or simply the link between themselves and GGSN1 is down, so it is still optional to delete the Contexts at this stage).  If they delete the contexts they send x+1 and y+1 respectively in the next available GTP-C message.  GGSN1 will already have ‘deleted’ the contexts (actually the contexts have been lost as a result of the restart).  
· If  SGSN3 has noticed that there is no response from GGSN1, it may delete the contexts affected (note that it has no way of telling at the GTP-C layer whether GGSN1 is down or simply the link between itself and GGSN1 is down, so it is still optional to delete the Contexts at this stage).  It does not increment the Restart value stored in its non-volatile memory.
· If SGSN1, SGSN2 and/or SGSN3 have not noticed that GGSN1 is down, ultimately the contexts will be deleted on these nodes since they will receive incremented Restart values from GGSN1 when it comes back up.
SGSN1 is down

· When SGSN1 comes back up it sends Recovery IE in next available GTP-C messages with value Restart x+1 to GGSN1 and p+1 to GGSN2.  Upon receipt of the updated Recovery IE values, the GGSN's delete contexts that were active on SGSN1 if they have not done so already (see below).

· If  GGSN1 has  noticed that there is no response from SGSN1 on either or both paths, it may delete the contexts affected (note that they have no way of telling at the GTP-C layer whether SGSN1 is down or simply the paths between itself and SGSN1 is down, so it is still optional to delete the Contexts at this stage).  If it deletes the contexts associated with g1-s1 path, it sends e+1 for the g1-s1 path and /or f+1 for the g2-s2 path in a Path Failure Counter IE in the next available GTP-C message.  Since SGSN1 has just restarted and has no active paths to GGSN1, no action is taken as a result of receiving this IE.  
· If  GGSN2 has noticed that there is no response from SGSN1, it may delete the contexts affected (note that it has no way of telling at the GTP-C layer whether SGSN1 is down or simply the path between itself and SGSN1 is down, so it is still optional to delete the Contexts at this stage).  However, because GGSN2 does not support the new Path Failure Counter IE and associated functions, it does not report the deletions to SGSN1.
· If GGSN1 and/or GGSN2 have not noticed that SGSN1 is down, ultimately the contexts will be deleted on these nodes since they will receive incremented Restart values from SGSN1 when SGSN1 comes back up.
GGSN2 is down
· When GGSN2 comes back up it sends Recovery IE in next available GTP-C messages with Restart value d+1 to SGSN1, SGSN2 and SGSN3.  Upon receipt of the updated Recovery IE values, the SGSNs delete contexts that were active on the paths to GGSN2 if they have not done so already (see below). They also delete any path counters associated with GGSN2.
· If  SGSN1 and SGSN2 have noticed that there is no response from GGSN2, they may delete the contexts affected (note that they have no way of telling at the GTP-C layer whether GGSN2 is down or simply the link between themselves and GGSN2 is down, so it is still optional to delete the Contexts at this stage).  If they delete the contexts they send j+1 and k+1 respectively in Path Failure Counter IEs in the next available GTP-C message.  GGSN2 will not recognize the new IEs and will ignore them but it will already have ‘deleted’ the contexts (actually the contexts have been lost as a result of the restart).  
· If  SGSN3 has noticed that there is no response from GGSN2, it may delete the contexts affected (note that it has no way of telling at the GTP-C layer whether GGSN2 is down or simply the link between itself and GGSN2 is down, so it is still optional to delete the Contexts at this stage).  However, because SGSN3 does not support the new Path Failure Counter IE and associated functions, it does not report the deletions to GGSN2.
· If SGSN1, SGSN2 and/or SGSN3 have not noticed that GGSN2 is down, ultimately the contexts will be deleted on these nodes since they will receive incremented Restart values from GGSN2 when GGSN2 comes back up.
SGSN3 is down

· When SGSN3 comes back up it sends Recovery IE in the next available GTP-C messages with value Restart z+1 to GGSN1 and GGSN2.  Upon receipt of the updated Recovery IE values, the GGSN's delete contexts that were active on SGSN3 if they have not done so already (see below). GGSN1 also deletes any path counters associated with SGSN3.
· If  GGSN1 has  noticed that there is no response from SGSN3, it may delete the contexts affected (note that they have no way of telling at the GTP-C layer whether SGSN3 is down or simply the link between itself and SGSN3 is down, so it is still optional to delete the Contexts at this stage).  If it deletes the contexts it sends h+1 in a Path Failure Counter  IE in the next available GTP-C message.  SGSN3 will not recognize the IE and ignore it but will already have ‘deleted’ the contexts (actually the contexts have been lost as a result of the restart).  
· If  GGSN2 has noticed that there is no response from SGSN3, it may delete the contexts affected (note that it has no way of telling at the GTP-C layer whether SGSN3 is down or simply the link between itself and SGSN3 is down, so it is still optional to delete the Contexts at this stage).  However, because GGSN2 does not support the new Path Failure Counter  IE and associated functions, it does not report the deletions to SGSN3.
· If GGSN1 and/or GGSN2 have not noticed that SGSN3 is down, ultimately the contexts will be deleted on these nodes since they will receive incremented Restart values from GGSN1 when GGSN1 comes back up.
4 Conclusion

By adding a new IE that allows a GSN to specify PDP Contexts associated with a path, many situations where PDP contexts may be left dangling following path failure can be avoided.  The changes that are proposed herein correct the compatibility issues with GSN’s that were brought forth at CT4#30 in Denver.  Hence it is proposed that CR 0602 (C4-060651) to 29.060 is approved.
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GGSN2 and SGSN3 are pre-Rel7 and do not support path failure counter values








