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Introduction

The paper discusses the requirement to support multiple SCTP transport links in Mc interface. the specification TS29.232 has not defined how many links should be supported, which may impact the open interoperation between the equipments of different vendors. 
Discussion

In 3GPP TS 29.232 protocol, it is not defined how many SCTP links may be used in Mc interface. There are two choices: single SCTP link or multiple SCTP links.  
The message number of an application example can be calculated. 

Each call needs 12-18 H.248 messages, and the average is 15 messages.

Provided the MGW and MGC capacity is 100K call bearer channels.

Each call time is 60 seconds.

The capacity for the SCTP transport link is:   100k / 60 * 15 = 25K messages per second
If only a single SCTP transport link is used in the Mc interface, the band-width capacity of the link is large enough to transport 25K messages per second, but it is difficult for the MGC and MGW to process such a large traffic messages.
A general and ideal process model of the MGW and MGC is shown below:
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In the figure above, the “SCTP protocol stack unit” processes the SCTP protocol, and the “H.248 message process unit” processes the call.

When a single SCTP link is used, the “SCTP protocol stack unit” need to receive/send 25K H.248 messages per second. According to the real development and test, it is difficult to implement.  The Processor performance is not enough and the SCTP protocol stack unit becomes unstable and dangerous to endure such a large traffic.
In a word, a single SCTP link can only support a limited capacity.
Another solution is to use a distributed architecture to implement the SCTP protocol stack, but it is difficult to synchronize the SCTP link information between the different units, and the system will become more complicated.
So for the large capacity application, it is necessary to support multiple SCTP links in Mc interface. A logical model is shown below:
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In the figure above, there are multiple SCTP links, they may share the same physical interface and IP address.
The “IP Interface Unit” distributes the H.248 messages to the “SCTP protocol stack Unit” according to the IP address and port.  These “SCTP protocol stack Unit” shall share the H.248 messages.  To support a large capacity MGW or MGC, More “SCTP protocol Stack Unit” should be added.  
In the other hand, multiple units can increase the equipment reliability. When a pair of units (master and slave) fails, the other pairs units can continue to process the call. 
Proposed Solution
It is proposed to support the multiple SCTP links in the Mc interface, and which shall be clarified in TS 29.232. 
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