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Summary
This contribution is a continuation of C3-100083 “Peering IPv6 domains – NAT66-less versus NAT66-full interworking” from the 2010-02 CT3 meeting.
The topic concerns peering of IP domains by the IBCF/TrGW gateway tandem, whereby both IP domains use the same IP protocol version. Such a peering scenario raises the question whether the IP network address should be translated, or whether the IP network address values may remain unchanged.

Scope of discussion: support of NAT66-less mode for peering IPv6-over-Mb to IPv6-over-Izi by TrGW, or not?
The function “NAT66” relates to  the translation of IP network addresses and/or IP transport ports of a forwarded IPv6 packet. It should be recalled that NAT66 as such is fundamentally questionable because one prime motivation for IPv6 was to get rid of NAT44 and the avoidance of NAT as such, which complicates IP network infrastructures (see e.g. IETF draft-iab-ipv6-nat: "IAB Thoughts on IPv6 Network Address Translation"). The IPv6 address space does not justify any NAT66 in the IP path.
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1
Introduction, Motivation
User plane interworking from TrGW perspective relates to “Mb-to-Izi” IP bearer path interconnection (see Figures 1.1 and 1.2). There are following principal scenarios:

· IPv4 to IPv6 (may be called NAT46), which is covered by § 9.2.2.1/29.162;

· IPv6 to IPv4 (ditto NAT46), which is covered by § 9.2.2.3/29.162;

· IPv4 to IPv4 (i.e. NAT44-full in case of enforced local NAT in the TrGW, or NAT44-less ); there’s an implicit assumption in 29.162 of NAT44-full as default mode, see § 10.2.1/29.162; the NAT44-less mode is not supported, however it may be noted that NAT44-less is (at least partially) supported by TISPAN Ia profile;

· IPv6 to IPv6 (which could be done in NAT66-full  or NAT66-less mode); 29.162 is so far not explicit which modes are objected, at least NAT66-full is feasible already with 29.238 H.248 Ix profile version 1 (3GPP R9).
This document addresses the question of NAT66-less support (for 3GPP R9+).

It should be noted that the support of NAT44-full mode does not implicitly mandates also NAT66-full mode, because the underlying 
· addressing architecture as well as the 
· allocation of address values (space) 
is inherently different. E.g., private IPv4 addresses are typically overloaded (“overlapping IPv4 address spaces”), which implies a separation of the IPv4 routing domain, but private IPv6 should be unique (thus not overlapping), which allows to operate a single routing domain even in case of peering two IPv6 private domains (see RFC 4193: …Unique Local Addresses (ULA) … contain a 40-bit random number in the routing prefix to prevent collisions when two private networks are interconnected”).
It may be recalled that the prime purposes of NAT44-full mode is on the one side given by the shortage of IPv4 address space and by the objective of topology hiding. Another aspect is related to the fact that any NAT function separates a connectionless IP path in two path segments, which allows to route the entire IP traffic of a particular IP application (e.g. SIP session) via a single, dedicated IP node (here TrGW, see also § 10.2.1/29.162).
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Figure 1.1: Problem statement – End-to-end solution (1): V6 (A) to V6 (B) via V6 (C)
Figure 1.2 provides a more simplified peering model, sufficient for this discussion paper.
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Figure 1.2: Problem statement – End-to-end solution (2): V6 (A) to V6 (B) 

1.1
References
[1]
ETSI TR 183 068 V3.1.1 (2009-08): "Telecommunications and Internet converged Services and Protocols for Advanced Networking (TISPAN); Guidelines on using Ia H.248 profile for control of Border Gateway Functions (BGF); Border Gateway Guidelines".

[2]
Draft IETF draft-iab-ipv6-nat: "IAB Thoughts on IPv6 Network Address Translation".

http://wiki.tools.ietf.org/group/iab/draft-iab-ipv6-nat/ 
1.2
Technology discussion
[a]
IETF nat66 -- List for discussion of IPv6-to-IPv6 NAT
https://www.ietf.org/mailman/listinfo/nat66 
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Terminology
Following terms are relevant in the context of NAT-less/-full peering scenarios.

2.1
Address translation
· NAT: briefly for NAT and NAPT modes.
· NAT66: the translation of IP network addresses and/or IP transport ports of a forwarded IPv6 packet.
· NAT66-full: the application of NAT66 (e.g. an enforced NAT66 function in the TrGW).
NOTE 1:
See also “NAPT-full modes” in clause H.2 in ETSI TR 183 068 [1]

· NAT66-less: any forwarding of IPv6 packets without changing the values of network addresses and transport port information.
NOTE 2:
See also “NAPT-less modes” in clause H.3 in ETSI TR 183 068 [1]

NOTE 3:
Ditto the definitions for the terms “NAT44”, “NAT44-full” and “NAT44-less”.

NOTE 4:
It should be reminded that NAT-full implies the translation of destination address and/or destination transport port as default mode. However, there are also other NAT-full variants, impacting source address information or combinations of source and destination; or traffic-direction dependent translation variants. This leads to a plethora of well-known NAT behaviours (for NAT44-full), which are out of scope of this discussion (because the 3GPP scenario is just addressing a single NAT-behaviour (“bidirectional translation”, “destination-only translation”).
2.2
Mode of Operations for H.248 IP-to-IP Border Gateway/Routers
2.2.1
Definitions
Defined modes for H.248 (IP,IP) MGs:
· Back-to-back IP Host (B2BIH) mode [Ref. H.248.64, § 3.2.1]: A Context of two or more IP based Terminations, where each Termination appears to the rest of the network as an IP host (in contrast to an IP router).

May be used for:
· NAT-full support by B2BIH mode: yes, default (see description § 6.2/H.248.64)
· NAT-less support by B2BIH mode: yes, (see ETSI TISPAN H.248 Ia profiles , § 5.17.1.2.4 “NA(P)T-less case description”/TS 183018v3)
· IP router (IPR) mode [Ref. H.248.64, § 3.2.2]: A dual-homing configuration (for unicast traffic; see 3.1.3 NOTE 1) in next hop mode. The native IPR mode relates to a classical IP forwarding function according to [IETF RFC 1812], i.e. a media-agnostic and transport protocol agnostic per-hop behaviour (PHB) of IP packets.

May be used for:
· NAT-full support by IPR mode: yes, by using H.248.64 ipr & iprnat packages (see description § 6.5.6/H.248.64)
· NAT-less support by IPR mode: yes, by using H.248.64 ipr package (see description § 6.3/H.248.64)
2.2.2
H.248 IP-to-IP Border Gateway/Routers: L4 modes of operation
Various mode of operations for IP-to-IP border gateway/routers are already introduced in the first H.248 profile versions for Iq (29.334) and Ix (29.238). Figure 2.1 provides an example illustration of “Layer 4 modes of operations”, i.e. possible (future) scenarios of transport protocol interworking (e.g. by TrGW, but also IM-MGW). 

[image: image3.emf]L4 Modes of 

Operation

L4-agnostic

L4 protocol-agnostic

& L4 port aware

L4-aware

Transport Relay 

Translator (TRT)

Transport Proxy 

Translator (TPT)

Back-to-Back TCP 

Endpoint (B2BTE)

Back-to-Back UDP 

Endpoint (B2BUE)

Back-to-Back SCTP 

Endpoint (B2SE)

Transport Protocol 

Interworking(TIW)

e.g. UDP-to-SCTP


Figure 2.1: H.248 IP-to-IP Border Gateway/Routers – L4 modes of operation

The relevance of these L4 modes of operation (in the scope of this discussion) is given by the fact that NAPT-full implies the translation of the L4 port value, and that such an operation implies in general the updated of header checksums. The L4 checksums are typically again transport protocol dependent.
2.2.3
H.248 IP-to-IP Border Gateway/Routers: L3 modes of operation
Figure 2.2 provides a principal structure of IP router and Back-to-Back IP Host modes, and the theoretical space when considering all possible IP protocol version combinations.
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Figure 2.2: H.248 IP-to-IP Border Gateway/Routers – L3 modes of operation

Figure 2.3 provides an extension, by assigning the NAT terms from clause 2.2.1 to above L3 modes of operation.
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Figure 2.3: H.248 IP-to-IP Border Gateway/Routers – NAT-full and NAT-less L3 modes of operation

2.3
Realm
The notion of realm is related to an “IPv4 address space”:

· IPv4 Realm: definition based on IETF RFC 2663, which focuses on IPv4 only (see also  H.248.37)
· IPv6 Realm: there is not yet any definition available (from IETF, 3GPP, …)
Issue: realm concept for IPv6 still open.
Initial proposal for discussion: 
"IPv6 realm" definition based on the GLOBAL UNICAST ADDRESS format (§ 2.5.4/RFC 4291) because this is a hierarchical format using a "global routing prefix", which is assigned to a "site" (i.e. sth like a REALM).

(IPv4 or IPv6 address) realm: is defined as a set of addresses, which share all a common prefix, that are mutually reachable (thus, within a single IP routing domain) [without traversing a TrGW associated with an ALG].
3
Peering models from IP Version perspective
This clause provides a summary of all (theoretical) combinations when peering two IP domains.
3.1
IPv4-to-IPv4 with NAT (= NAT44-full)
Figure 3.1 provides the NAT44-full scenario, which is the default IP engineering model for present IMS IPv4 deployments.
3GPP release 9 mandates NAT-full mode as default peering realm concept.
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Figure 3.1: Peering models – IPv4-to-IPv4 with NAT (= NAT44-full)
3.2
IPv4-to-IPv4 without NAT (= NAT44-less)
Figure 3.2 provides the NAT44-less scenario for completeness. It’s more a theoretical case because it is not supposed that the indicated IMS domain is based on public IPv4 address space, neither a single shared IPv4 private space.
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Figure 3.2: Peering models – IPv4-to-IPv4 without NAT (= NAT44-less)
3.3
IPv6-to-IPv6 with NAT (= NAT66-full)
Figure 3.3 provides the NAT66-full scenario, mandated by 3GPP release 9 as default peering concept for IPv6 only infrastructure.
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Figure 3.3: Peering models – IPv6-to-IPv6 with NAT (= NAT66-full)
3.4
IPv6-to-IPv6 without NAT (= NAT66-less)
Figure 3.4 outlines a scenario whereby the two peering partners sharing both a single IPv6 address space, thus a single IPv6 routing domain. There isn’t consequently any requirement (and also not really a benefit) by operating such IP bearer traffic in NAT66-full mode. The NAT66-full mode may even undermine the goal of keeping a single IP routing domain.
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Figure 3.4: Peering models – IPv6-to-IPv6 without NAT (= NAT66-less)
It has to be noted that the NAT66-less mode does not imply that the IP bearer traffic (“IP media-path”) may just bypass the TrGW node. The TrGW may be still required in such an IPv6-to-IPv6 scenario for the enforcement of policy rules related to traffic policing, media format conversion, QoS marking, etc. Such policy enforcement functions are rather orthogonal and disjoint to NAT66-less or –full mode.

Existing 29.162 mandates NAT66-full mode by the TrGW for all IP bearer traffic, but does not yet allow to support any NAT66-less mode, which prevents correspondent IPv6 network solutions. 
3.5
IPv4-to-IPv6 (= NAT46)
Scenario mentioned just for completeness because an inherent NAT-full case. However, the TrGW provides an IPv6 host behaviour only, located at the edge of an IPv6 network.
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Figure 3.6: Peering models – IPv4-to-IPv6 (= NAT46)
incl. Back-to-Back IP Host (B2BIH) model for NAT46
3.6
IPv6-to-IPv4 (same as NAT46)
Same as clause 3.5.
4
Peering models with focus on the TrGW in the end-to-end IP bearer path
Figure 4.1 provides a peering model with scope on the IP bearer path. There might be in general multiple peering points between two IMS providers (here N TrGW nodes between A and B).
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Figure 4.1: Peering models – Simplified peering model with focus on TrGW 
for discussion of NAT66-less mode
The TrGW “IP node behaviour” is basically either B2BIH or IPR.
Note:
There are “IP border router” (BR) entities in IP networks for interconnecting autonomous systems (AS), using exterior gateway protocols (for IP routing).
There are consequently two IMS peering models from IP node perspective:
a) Border IP node = TrGW (as B2BIH or IPR);
b) Border IP node = IP border router (thus, TrGW would be an IP front/end node before the BR).
It is supposed that the IMS IP network engineering follows approach (a) (for discussion).
E.g., case (b) might be a deployment scenario whereby the BR is used to segregate incoming peering traffic into IMS and non-IMS IP traffic (from B to A) … 
Figure 4.2 relates to the end-to-end IP bearer path, behind a single IMS SIP session. The underlying IP network behind an IMS domain (“which comprises the IP-CAN, too”) is basically related to a connectionless IP infrastructure (“which may use a simplified model here, not considering the connection-orientation of the IP tunnelling based access network types (like GPRS, LTE, etc)”).
The peering traffic of a single IP bearer connections is not distributed across multiple peering points!
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Figure 4.2: Peering models – Simplified TrGW model for discussion of NAT66-less mode
IP packets for the same IP bearer connection may take different IP routes between the IP host and TrGW (due to the connectionless nature of IP). However, there must be a single point for the entire E2E IP traffic at the peering point (due to TrGW enforced policy rules for that session). 
5
Requirements
Following stage 2 requirements were mentioned so far in the discussion of NAT66-less mode:
a) IP routing ("TrGW as single policy enforcement point in the E2E bearer path") 

b) high network availability ("TrGW as a potential single point of failure")

c) capacity scaling of a TrGW ("TrGW as an entity with limited capacity").

The  requirements (a) and (b & c) could be decoupled, they are orthogonal.
(b) may be addressed by geographical redundancy on MG level, supporting the "H.248 MG secondary" concept.
(c) may be addressed by multiple TrGW entities, the IBCF selects a TrGW dependent on present load level.
Conclusion:
The requirements discussion may be reduced to (a) only. Thus, any IMS IPv6 infrastructure must ensure that the entire IP bearer path traffic is routed via the same TrGW.
6
Methods for NAT66-less IP packet forwarding
6.1
Overview
If the TrGW would be operated in NAT66-less mode, then IP routing of the IPv6 bearer path must be inline with the requirement(s) from clause 5.
Following solutions might be considered:

1. TrGW as legacy border router ("NAT66-less implies IP router mode anyway")  

· legacy (hierachical) routing between two V6 autonomous systems (AS) 

· subject of RIB (and IP routing protocols) 

· ... 

2. Usage of IPv6 routing header 

· influence the routing of the IPv6 bearer-path 
· a local TrGW IPv6 would be inserted in that IPv6 extension header (by the source host entities) 

· seems to be a fairly straight forward
3. Usage of IP tunnels 

· e.g. GRE 

· Note: the concept of a "tunnel" is nothing else as the introduction of a connection-oriented principles, by interconnecting the two tunnel (connection) endpoints by the TrGW
4. Usage of VPN (L2VPN/L3VPN) 

· similar as tunneling
5. Reuse of an MPLS infrastructure 

· the IP network of the IMS, CS CN, or external SIP domain may be based on an MPLS network (due to QoS, etc) 

· traffic may be routed on aggregate level by routing LSPs 

· TrGW may be a front-end of the MPLS LER (see H.248.54) 

· TrGW may provide embedded MPLS LER (see H.248.54)
6. others?
The most straightforward method seems to be (2), due to a built-in capability in the IPv6 protocol.

6.2
Usage of IPv6 routing header 

The high-level concept is illustrated by Figure 6.2, indicating the major procedural steps …
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Figure 6.2: Usage of IPv6 routing header  – Basic principle
7
Discussion
7.1
Stage 2 view
The short summary:

· there is a requirement (clause 5) to route the entire IMS media traffic (e.g. of a particular SIP session) across a single point for policy enforcement (which is the TrGW in case of 29.162). 

· However, there is not per se any requirement for NAT-full mode, neither NAT44-full nor NAT66-full. 

· Status: requirement was satisfied in 3GPP R9 by enforcing the TrGW to be always NAT-full, i.e. NAT44-full in case of IPv4-to-IPv4 interworking and NAT66-full in case of IPv6-to-IPv6 interworking. 

· This is a limitation, particular in pure IPv6 environments. The limitation could be accepted for the 1st H.248 profile version in 3GPP R9, but shouldn't prevent NAT-less support in R9+. 
7.2
IP addressing space view
IPv4 and IPv6 are fundamentally different with regards to the overloading of address space (see Table 6.1). 
Table 6.1: IP address architectures – IPv4 vs IPv6
	Characteristics
	IPv4
	IPv6

	1. Private address space
	Yes
	Yes

	2. Overloading of address space
	Yes
(due to 32-bit limited value range)
	No
(not yet any reason identified)


7.3
Relation to OMR (Optimal Media Routing)
OMR is defined in Annex Q/23.228. The OMR model is based on a partitioning concept of the end-to-end IP bearer path into multiple realms, whereby each realm relates to a single IMS domain. OMR is therefore already a “generic realm” concept, applicable both for IPv4 and IPv6.
Multiple, consecutive “OMR realms” may be using IPv6. And two “OMR realms” are interconnected via the TrGW, leading to the question how NAT66-less and OMR are related to each other:

The two capabilities of OMR and NAT66-less are firstly disjoint, at least as long as there is not any agreed method from clause 6 for the IP routing of the bearer path. Control of OMR itself is based on specific SDP information, carried by SIP signalling (more precisely: OMR control is embedded in the end-to-end SDP Offer/Answer procedures).
8
Conclusions
The purpose of this discussion paper is related to an inventory of all possible relevant aspects for the discussion of NAT66-less support by IMS TrGW nodes.
Any stage 3 solution may go beyond Ix due to possible impact on the IPv6 routing capabilities (per IMS domain).
The first version of this discussion paper is not yet fixing on a particular method as pointed out in clause 6.

It is supposed that the discussion of this topic (if not rejected by 3GPP) may need a couple of meetings.

Reminder:
We should remind that one fundamental motivation of IPv6 is to overcome NAT! IPv6 allows to get rid of NAT, we should not miss that chance by simply "emulating legacy IPv4 in IPv6 environments".
If we now introduce NAT66, it will be there for the next decades ...
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