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*** 1st Change ***

5.2.5.2.1.3
Scalability

From a scalability point of view redirect-DRAs [RA], proxy-DRA variant [PA1] and proxy-DRA variant [PA2] could be deployed as clusters that all share a common memory bank or database. Load balancing mechanisms could be implemented to distribute requests between active DRA-nodes in such a cluster. As a result all three options could be implemented to scale and to provide redundancy as transaction load increases.
The following section analyses the transport connection requirements per element for each solution. The connection per element refers only to the additional connections required for DRA functionality and not to the total number of connections required for all element functions.

Connections per client (AF, PCEF or BBERF):

· [RA]: Each client requires a connection to every DRA and every PCRF.

· [PA1]: Each client requires a connection to every DRA.

· [PA2]: Each client requires a connection to every DRA and every PCRF.

Connections per DRA:

· [RA]: Each DRA requires a connection to every client.

· [PA1]: Each DRA requires a connection to every client and to every PCRF associated with this DRA.

· [PA2]: Each DRA requires a connection to every client and to every PCRF associated with this DRA.

Connections per PCRF:

· [RA]: Each PCRF requires a connection to every client.

· [PA1]: Each PCRF requires a connection to the DRA associated with this PCRF.

· [PA2]: Each PCRF requires a connection to every client and to the DRA associated with this PCRF.

The following figures illustrate the impact of the different solutions on the number of transport connections per client as the network expands by adding PCRF and DRA. In this example, the PCEF is initially using Diameter realm-based routing to locate the appropriate DRA for realms A, B, C and D. Although a PCEF is used in this example, the client type (AF, PCEF, BBERF) is not a factor in the transport connection requirements. A PCRF to DRA ratio of 4:1 has been assumed in order to reduce the clutter in the figures but it may be much higher.


[image: image1]
Figure 5.2.5.2.1.3.1: Solution [RA] Client Connections

[image: image2]
Figure 5.2.5.2.1.3.2: Solution [PA1] Client Connections


[image: image3]
Figure 5.2.5.2.1.3.3: Solution [PA2] Client Connections

*** 2nd Change ***

5.2.5.2.1.4
Reliability

In the case of a catastrophic failure of all DRA nodes in a cluster, the redirect-DRA may appear to be more reliable than proxy-DRA. If a redirect-DRA cluster experiences an outage, only the establishment of new sessions and termination of existing sessions is impacted. If a proxy-DRA cluster experiences an outage, it would appear that both existing and new sessions are impacted.
However, it is important to note that a proxy-DRA is not required to be on the route path of every subsequent command for a given Diameter session. The answer message for the initial Diameter command exchange contains the Origin-Host and Origin-Realm which can be used by the client to route subsequent commands directly to the destination host that processed the initial request. Hence, this proxy DRA variant [PA2] achieves the same level of reliability as the redirect DRA in this catastrophic failure scenario.
In the following analysis, it is assumed that the DRA Binding survives a DRA failure. If the DRA Binding is deleted on a DRA failure then the termination of exsting sessions is not impacted in any of the candidate solutions. 
Summarizing the impact of a catastrophic failure of all DRA nodes for each of the candidate solutions:
[RA]

· (+)
No impact for ongoing sessions. The establishment of new sessions and termination of existing sessions is impacted.
[PA1]
· (-)
The establishment of new sessions, modification of existing sessions and terminations of existing sessions is impacted. 
[PA2]

· (+)
No impact for ongoing sessions. The establishment of new sessions and termination of existing sessions is impacted.
In the case of failure of a single PCRF node, all ongoing sessions policed by the failed node are impacted regardless of the DRA solution being used. However, the redirect-DRA is unaware of the PCRF failure and would continue to redirect clients to the failed node impacting the establishment of new sessions. The proxy-DRA solutions ([PA1] and [PA2]) have a connection to the PCRF nodes allowing them to detect node failure and select an alternative PCRF for new sessions.

Summarizing the impact of a failure of a single PCRF node for each of the candidate solutions:

[RA]

· (-)
All ongoing sessions are impacted and all new sessions redirected to the failed PCRF are impacted.

[PA1]

· (+)
All ongoing sessions proxied to the failed PCRF are impacted. No impact on the establishment, modification or termination of new sessions.

 [PA2]

· (+)
All ongoing sessions proxied to the failed PCRF are impacted. No impact on the establishment, modification or termination of new sessions.

*** 3rd Change ***

5.2.5.2.1.5
Security

NOTE: If Security gateways are used as defined in TS 33.210 [x] between operators (i.e. Za interface) and no security is needed for communication within a security domain (i.e Zb is not implemented and TLS is not used between peers), then, there would not be a disadvantage in using an ([RA] or [PA2]) v/s [PA1]. In the rest of the section, we assume that securing communication between Diameter peers is achieved as described in RFC 3588 [x] (e.g. TLS or IPSec between peers). 
[RA] 
(-)  
Security associations: 
In roaming scenarios, if a home operator deploys the DRA as a redirect agent, each V-PCRF will connect directly with home PCRFs, thus,  each home PCRF has to create a security association with all of the possible V-PCRFs and vice-versa. The more PCRFs in a Diameter realm, the more security-related configuration and management is needed as each PCRF has to be configured accordingly. 

If security is needed within an operator’s network, the disadvantage of such a solution is even greater as the number of direct connections between clients and servers is far greater than in the [PA1] approach, which burdens both clients and servers.
 [PA1]
(+) 
Security associations: 
Given that when the DRA is deployed as a proxy agent, it is the single entry point to the PCRF “cloud”, security associations only need to be managed between the V-PCRF and the DRA in roaming scenarios. Also security related policies can be managed within one entity for incoming connections. Because there is only one DRA per realm, the number of security associations that need to be managed is far smaller than in the case of [RA] or [PA2].
The advantage of [PA1] compared to [RA]/[PA2] is even greater if security is needed within an operator’s network as clients and servers have a connection only with the DRA, and given that there is only one DRA per realm, the number of security associations to manage is significantly less in the case of [PA1].
[PA2]

NOTE: From a security standpoint, [PA2] and [RA] are considered equivalent. 
*** 4th Change ***

5.2.5.2.1.8
Enhancement to the standard agents

This section describes the enhancements required on the standard redirect and proxy agent as defined in IETF RFC 3588

The DRA is required (see 23.203 Section 7.6) to ensure that all Diameter sessions for Gx, S9, Gxa/c and Rx for a certain IP-CAN session reach the same PCRF.  This requirement implies that the DRA must maintain a PRCF Host to user name (e.g., NAI) binding.

NOTE: An additional enhancement that is applicable to all options is that the DRA has to dynamically determine all subscriber identities (eg. PUIs) associated with a NAI (or IMSI if available) (e.g., by interrogating the subscriber data bases). This is to create NAI <-> PUIs <-> PCRF binding which are required when an AF (e.g., non-SIP) provides only subscriber identities (no NAI or IMSI information) when contacting the DRA to find the PCRF.  Since this issue is applicable to all options it will not be used in the analysis comparison and will be left as an issue to be resolved after the analysis is completed.
Diameter Redirect Agent
According to Diameter Base specification (IETF RFC 3588) the following are requirements of the Diameter Base Redirect agent:

· Redirect agents are by definition protocol transparent and must transparently support the Diameter Base protocol, which includes accounting, and all Diameter applications 

· Redirect agents MUST advertise the Relay Application Identifier

· Redirect agents DO NOT relay messages and only return an anwer with the information necessary for Diameter agents to communicate directly

· Redirect agents DO NOT understand/modify application specific messages

· Redirect agents will never receive answer messages

· Redirect agents DO NOT maintain session or transaction states
· Redirect Agents DO NOT support the redirect behaviour required by redirect-DRA as none of the supported Redirect-Host-Usage values mandate that the request resulting in Diameter session termination be sent to the redirect agent.
The DRA requirement implies that a redirect agent based solely upon RFC 3588 cannot be used for and would have to be enhanced in order to:

1. Implement application-specific procedures to create and cache dynamical binding information (e.g., the NAIto PRCF binding after session establishment occurs between the Diameter client and the PRCF). 
2. 
3. Implement application-specific procedures to delete dynamically created binding information (e.g., when the session is terminated).  
4. 
5. Provide additional security procedures 
6. Communicate the required redirect behaviour via a new value for Redirect-Host-Usage (where assignment is by IETF consensus).
NOTE 1:
The aforementioned requirements implies that enhancements will be also needed on the clients in order to ensure that termination request messages are sent to the redirect DRA
NOTE 2:
Diameter Base RFC does not preclude configuring an agent to redirect messages of certain types, while acting as relay/proxy agents for other types

Diameter Proxy Agent
· Proxy agents that wish to limit resources MUST maintain session state

· Proxy agents MUST maintain transaction states

· Proxy agents MUST understand application-specific messages they wish to support (i.e. by advertising supported applications during capabilities exchange commands)

· Proxy agents can implement policy enforcement, (e.g., for security and load balancing with the network) 
· A derivative of the aforementioned requirement is that Proxy agents can modify contents of an AVP


A Proxy agent based solely upon RFC 3588 can be used when the Proxy agent is always on the route path of sub-sequent messages for a session.  

NOTE:
For [PA1] the Realm table and the Peer table of the Diameter client must be configured to ensure that all requests are routed throught the DRA.
The [PA2] option of the Proxy agent will require to be informed of a session termination.  The solution imposed for the Redirect DRA will be also applicable for the [PA2] proxy DRA.

5.2.5.2.1.8.1
Conclusion on Enhancement to the standard agents:

[RA]

· Needs to maintain session status (open/close). This is needed as input to manage the DRA binding status in the right way.

· Must understand application-specific commands that direct it when to create and cache dynamic DRA binding information (e.g., NAI <-> PCRF binding )
· Must understand application-specific commands that direct it when to delete cached dynamic binding information.

· 
· 
· If required by network secure connections between clients and DRA
· As the required redirect-DRA behaviour is incompatible with the Diameter Base protocol, either the Base protocol must be extended by IETF consensus to support the required behaviour or a new vendor-specific 3GPP Diameter application must be defined.
[PA1]

· 
· 
· Needs to keep DRA binding status information (i.e. binding of Rx, Gx, Gxa/Gxc session states to a specific PCRF on a per IP-CAN or UE session)
· A derivative of the above is that the DRA must be enhanced in order to determine session termination in Gx using CCR instead of ASR
·  
[PA2]

· 
· 
· Needs to keep DRA binding status information (i.e. binding of Rx, Gx, Gxa/Gxc session states to a specific PCRF on a per IP-CAN or UE session)].
· A derivative of the above is that the DRA must be enhanced in order to determine session termination in Gx using CCR instead of ASR
· 
To conclude, in terms of the enchancements required on standard Diameter Base agents it is clear that the standard redirect agent will require more enchancements compared to the standard proxy agent.
*** 5th Change ***

5.2.5.2.1.10
Impacts on clients/servers

The clients have to support the additional redirect functionality as listed in the “Impacts on existing Interfaces”. The client has to be updated with the new termination procedure to clear the session at the DRA agent.

When the proxy agent is always on the path no changes are required on the client or server.  Clients enhancements are necessary when the client is configured to directly communicate with the selected PCRF once the PCRF address is known via the proxy agent.

Summarizing the changes to different interfaces for each of the candidate solutions:

[RA]

· (-)
Clients for Gx, Gxx, S9 and Rx require new client logic for Binding Release therefore no backward compatibility with deployed GWs supporting Gx and Rx interface.

[PA1]

· (+)
No changes required on the client and server therefore transparent upgrade. No backward compatibility issue by deploying a proxy DRA.

 [PA2]
· (-)
Clients for Gxx, S9 and Rx require new client logic for Binding Release therefore no backward compatibility with deployed GWs supporting Gx and Rx interface.
*** 6th Change ***

5.2.5.2.1.11
Interoperability between operators with different DRA solutions
As each administrative domain has a DRA function defined for roaming scenarios, there are no interoperability issues identified between service providers. Typically, the service providers will not want to open their internal topology making the use of redirect alone not practical for roaming scenarios. Therefore, there may be need to proxy the messages between the two networks. If the DRA acts as a proxy, it can achieve both topology hiding as well as PCRF selection, whereas if a DRA is implemented as a redirect agent, there will be a need for both a border proxy sitting at the edge of the network and an additional redirect DRA.

Since Redirect requires new procedures for the clients and servers the interface will be modified, resulting in the interface not being backward compatible.

Editors Note: Use of Security Gateway is an open item and needs to be resolved with SA3 (3GPP TS 33.210)

Summarizing the changes to different interfaces for each of the candidate solutions:

[RA]

· (-)
Based on customer need an additional border proxy may be needed to hide the internal IP addresses.

[PA1]

· (+)
DRA can provide topology hiding and therefore no additional components are required.

 [PA2]

(-)
Based on customer need an additional border proxy may be needed to hide the internal IP addresses. 
*** End of Changes ***

DRA_A





PCRF_A_2





PCEF





PCRF_A_3





PCRF_A_4





PCRF_D_1





PCRF_D_2





PCRF_D_3





DRA_D





PCRF_A_1





PCRF_D_4





DRA_C





PCRF_C_2





PCRF_C_3





PCRF_C_4





PCRF_C_1





PCRF_B_1





PCRF_B_2





PCRF_B_3





DRA_B





PCRF_B_4





DRA_A





PCRF_A_2





PCEF





PCRF_A_3





PCRF_A_4





PCRF_D_1





PCRF_D_2





PCRF_D_3





DRA_D





PCRF_A_1





PCRF_D_4





DRA_C





PCRF_C_2





PCRF_C_3





PCRF_C_4





PCRF_C_1





PCRF_B_1





PCRF_B_2





PCRF_B_3





DRA_B





PCRF_B_4





DRA_A





PCRF_A_2





PCEF





PCRF_A_3





PCRF_A_4





PCRF_D_1





PCRF_D_2





PCRF_D_3





DRA_D





PCRF_A_1





PCRF_D_4





DRA_C





PCRF_C_2





PCRF_C_3





PCRF_C_4





PCRF_C_1





PCRF_B_1





PCRF_B_2





PCRF_B_3





DRA_B





PCRF_B_4








�PAGE \# "'Page: '#'�'"  �� � HYPERLINK "http://www.3gpp.org/ftp/Information/DocNum_FTP_structure_V3.zip" ��Document numbers� are allocated by the Working Group Secretary.   Use the format of document number specified by the � HYPERLINK "http://www.3gpp.org/About/WP.htm" ��3GPP Working Procedures�.


�PAGE \# "'Page: '#'�'"  �� Enter the specification number in this box. For example, 04.08 or 31.102. Do not prefix the number with anything . i.e. do not use "TS", "GSM" or "3GPP" etc.


�PAGE \# "'Page: '#'�'"  �� Enter the CR number here. This number is allocated by the 3GPP support team.  It consists of at least four digits, padded with leading zeros if necessary.


�PAGE \# "'Page: '#'�'"  �� Enter the revision number of the CR here. If it is the first version, use a "-".


�PAGE \# "'Page: '#'�'"  �� Enter the version of the specification here. This number is the version of the specification to which the CR was written and (normally) to which it will be applied if it is approved. Make sure that the latest version of the specification (of the relevant release) is used when creating the CR. If unsure what the latest version is, go to � HYPERLINK "http://www.3gpp.org/3G_Specs/3G_Specs.htm" ��� � HYPERLINK "http://www.3gpp.org/specs/specs.htm" ��http://www.3gpp.org/specs/specs.htm�.


�PAGE \# "'Page: '#'�'"  �� For help on how to fill out a field, place the mouse pointer over the special symbol closest to the field in question.


�PAGE \# "'Page: '#'�'"  �� Mark one or more of the boxes with an X.


�PAGE \# "'Page: '#'�'"  �� SIM / USIM / ISIM applications.


�PAGE \# "'Page: '#'�'"  �� Enter a concise description of the subject matter of the CR. It should be no longer than one line, but if this is not possible, do not enter hard new-line characters.  Do not use redundant information such as "Change Request number xxx to 3GPP TS xx.xxx".


One or more organizations (3GPP Individual Members) which drafted the CR and are presenting it to the Working Group.


For CRs agreed at Working Group level, the identity of the WG.  Use the format "xn" where �	x = "C" for TSG CT, "R" for TSG RAN, "S" for TSG SA, "G" for TSG GERAN; �PAGE \# "'Page: '#'�'"  ���	n = digit identifying the Working Group; for CRs drafted during the TSG meeting itself, use "P". �Examples: "C4", "R5", "G3new", "SP".


�PAGE \# "'Page: '#'�'"  �� Enter the acronym for the work item which is applicable to the change. This field is mandatory for category F, A, B & C CRs for Release 4 and later. A list of work item acronyms can be found in the 3GPP work plan. See �� HYPERLINK "http://www.3gpp.org/ftp/Specs/html-info/WI-List.htm" ��http://www.3gpp.org/ftp/Specs/html-info/WI-List.htm� .


�PAGE \# "'Page: '#'�'"  �� Enter the date on which the CR was last revised.  Format to be interpretable by English version of MS Windows ® applications, e.g. 19/02/2006.


�PAGE \# "'Page: '#'�'"  �� Enter a single letter corresponding to the most appropriate category listed. For more detailed help on interpreting these categories, see Technical Report �HYPERLINK "http://www.3gpp.org/ftp/Specs/html-info/21900.htm"��21.900� "TSG working methods".


�PAGE \# "'Page: '#'�'"  �� Enter a single release code from the list below.


�PAGE \# "'Page: '#'�'"  �� Enter text which explains why the change is necessary.


�PAGE \# "'Page: '#'�'"  �� Enter text which describes the most important components of the change. i.e. How the change is made.


�PAGE \# "'Page: '#'�'"  �� Enter here the consequences if this CR were to be rejected. It is mandatory to complete this section only if the CR is of category "F" (i.e. correction), though it may well be useful for other categories.


�PAGE \# "'Page: '#'�'"  �� Enter the number of each clause which contains changes.   Be as specific as possible (ie list each subclause, not just the umbrella clause).


�PAGE \# "'Page: '#'�'"  �� Tick "yes" box if any other specifications are affected by this change.  Else tick "no".  You MUST fill in one or the other.


�PAGE \# "'Page: '#'�'"  �� List here the specifications which are affected or the CRs which are linked.


�PAGE \# "'Page: '#'�'"  �� Enter any other information which may be needed by the group being requested to approve the CR. This could include special conditions for it's approval which are not listed anywhere else above.





