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CT3 needs to complete the stage 3 work on Application Context Relocation (ACR) in Rel-17. This paper analyses the multiple unused ACRs issue considering stage 2 status and stage 3 protocol implementation perspective.
1. Discussion

1.1 What is application context relocation (ACR)?
The application context relocation (ACR) deals with the EDGE-1 and EDGE-3 interfaces as shown below in highlighted yellow colour.
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Figure 1: Architecture for enabling edge applications
That being said, 3GPP supports service continuity for Edge-aware applications. 3GPP TS 23.558 specifies that when a UE moves to a new location, different edge application servers (EAS) can be more suitable for serving the application clients (AC) in the UE, for example, V2X client.
Generally, the source EAS is associated with an application context. To support service continuity, this application context from the source EAS is transferred to a target EAS (so application context relocation(ACR)). Depending on the scenario and capabilities, an ACR can be initiated by the UE (AC/EEC or EEC), the S-EES, or the S-EAS as follows:
· AC-initiated ACR;

· EAS-initiated ACR;

· EES-initiated ACR; and

· UE/EEC-initiated ACR.

Note that the ACR procedures can also be used for service continuity planning based on a future location to which the UE is expected to move. So several parallel ACRs for the same EEC(in the UE) can be initiated, e.g., for a UE with high mobility and high reliability requirement such V2X.
Observation 1: ACR in relates to the EDGE-1 and EDGE-3 interfaces.

Observation 2: ACR can be triggered by different entities (EEC in the UE, EES, EAS, AC) and parallel ACRs for the same EEC can be intiated (e.g., V2X client).

Observation 3: ACR can be used for service continuity planning based on a future location to which the UE is expected to move.
1.2 Multiples ACRs issue

Note that the ACR procedures can also be used for service continuity planning based on a future location to which the UE is expected to move, Then, regarding the service continuity planning feature, the Rel-17 version of 3GPP TS 23.558 in clause 8.8.1.1 contains two editor’s notes which indicate the following, quote:
Editor's Note:
Any potential change required to the pre-conditions and other steps of the ACR procedures to support service continuity planning is FFS. 

Editor's Note: Whether and how to use an expiration or validity time for ACR to manage the service continuity planning operations is FFS. 

The above editor’s notes show that stage 2 already captures that service continuity planning is not stable and further analysis and work are necessary to resolve the editor’s notes.
3GPP TS 23.558 allows multiple ACRs between the EEC and the EES (S-EAS) for several different T-EASs, for current location of the UE of some predicted/expected locations in the future. So ACRs can be created, but unfortunately they cannot be removed/cancelled. The ACRs are kept until a success/failure event (e.g., EAS overflow, timeout, etc.). Furthermore, it is imporant to note that the EEC application context is also transferred between S-EES and the T-EES and can remain unused which again consumes network, computing and storage resources at the T-EES. All this creates problems.
Especially, when the ACR has been initiated by the EEC (being a normal ACR or for service continuity planning), the EEC should be able to request to remove an application context or also said to cancel its request, e.g., according to the UE mobility.

An example:
· For several V2X applications or UEs within vehicles, ACRs may be initiated for one or multiple future location(s) based on their service requirements, subscription, etc.

· Due to a change in the traffic situation which note is not uncommon event (e.g., accident, construction, traffic jams, etc.), several of these UEs may need to change their path.

· Then, the initiated ACRs will remain and unused. Multiple application contexts of multiple UEs remain in the T-EASs. Similarly, multiple EEC contexts also remain duplicated on the T-EESs. This is not proper design of the feature (consuming the calculation and storage resources, thus affecting its ability to provide normal services for other EECs/UEs) and note that this could be exploited to mount denial of service (DoS) attacks towards those T-EES and T-EASs.
Some may think that the the ACR removal/termination can be handled by the EAS implementation which are out of the scope of the current specification so left unspecified and not described at all.

However, lack of requesting removal of unused EEC application context leads to misoperation of the ACR feature since the entities such as the EAS and the EES cannot be controlled for changes detected like UE mobility, i.e., the EAS or the EES does not know the UE’s intentions.

The following issues exist with such assumption about termination mechanism:

· In EEC initiated scenarios, due to UE mobility planning changes there may be a need to terminate an already launched ACR. However, there is no mechanism defined for the S-EAS or the T-EAS to detect the intention from the EEC, and hence cannot further decide to terminate the ACR by just monitoring the current location of the UE. 
· In such scenarios how the termination happens is unspecified and is left to implementation of the S-EAS and T-EAS, and hence leading to case where ACR can continue to exist for a very long time and hence will occupy network, computing and storage resources of the EAS, which in turn may lead to denial of service (DoS) attack on T-EES and/or T-EAS (DoS can be accomplished by flooding the network operator with requests from many UEs making it inaccessible to its intended users).
· According to the following text in TS 23.558, ACT and application context synchronization between the EASs continues until the UE connects to the T-EAS which is unnecessary and makes the issue more severe, quote of clause 8.8.1.2:
In service continuity planning, the Application Context may be duplicated and sent from the S EAS to the T EAS before the UE moves to the expected location. In this case, the Application Contexts in S EAS and T EAS are synchronized when the Application Context is updated until the AC connects to the T-EAS.
NOTE 1:
The information elements of the Application Context and how the Application Context is synchronized between the S‑EAS and the T‑EAS is up to implementation of the application.

1.3 Scenarios where the multiple ACRs issues occurs

Let’s take some of the scenarios described in 3GPP TS 23.558 to show where the multiple ACRs issues occurs.

Example 1

3GPP TS 23.558 in clause 8.8.2.2 shows the Initiation by EEC using regular EAS Discovery. The following signalling flow is based on clause 8.8.2.2:

[image: image2.emf]EEC S-EAS T-EAS S-EES T-EES ECS

1. UE location 

update

3. Service Provisioning 

for new location

4. T-EAS discovery

AC

8. Application Context Transfer

Phase I: ACR Detection

Phase II: ACR Decision

Phase III: ACR Execution

Phase IV:Post-ACR Clean up

5. T-EAS selection

6. App Context Relocation Request

2. Decision

7. EEC context relocation

9. ACR status update

11. ACR complete notify

10. ACR status update


Figure 1: EEC initiation using EAS discovery
At step 6, the EEC in the UE request ACR to the S-EES.

At step 7, the source EES (S-EES) initiates EEC Context Push relocation with the target EES (T-EES). Note that at this step the EEC context is duplicated on the T-EES.
At step 8, the AC is triggered by the EEC to start applciation context transfer (ACT). The AC decides to initiate the ATC from the S-EAS to the T-EAS. Note that at this step the EEC application context is duplicated on the T-EAS.
Now, considering the situation of, for example, V2X applications or UEs within vehicles, the ACR is initiated for one or multiple future location(s). After step 8, the V2X application changes the decision because of UE mobility such as a traffic situation (e.g., accident, construction, traffic jams, etc.) which requires to change the UE/vehicle path so the UE/vehicle cannot or does not want to connect to the T-EES/T-EAS. Hence, the steps 9 to 11 are not performed in this scenario.

As one can see, the issue occurs as the EEC application context remains on the T-EES and the T-EAS but those contexts will not be used at all.

Example 2

3GPP TS 23.558 in clause 8.8.2.3 shows the EEC executed ACR via S-EES. The following signalling flow is based on clause 8.8.2.3:
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Figure 2: EEC executed ACR via S-EES
In this scenario, after EEC launches ACR in step 4, step 5 (EEC context relocation) and step 6 (Application context transfer) start to execute. EEC and Application contexts are transferred and stored on the Target EES and EAS.

Similarly, the problem happens when after step 4, the UE changes the decision due to UE mobility and does not/cannot connect to the T-EES/T-EAS. EEC context and application context remain on T-EES and T-EAS, respectively. Although the UE does not/will not use these contexts, there is no mechanism that the T-EES and T-EAS are informed of this intention of the UE.

In which cases happen, the UE requests two and only one will be used in the end. Several UEs initiate ACR in advance (for service continuity and realibility reasons) and problem in the road and all need to change their path. All initiated ACRs stay there (even in different layers/entities) as there is no possible to cancel them even if they have moved to a new path.

Note that ACR can be initiated in advance according to the UE forecast future location, maintaining the UE application contexts synchronized with each other on the source EAS and the target side EAS, thus enabling subsequent UE to truly move the predicted location for seamless business switching. But the UE's trajectory is variable because of some sudden events, and the UE suddenly changes its intended trajectory.

Furthermore, TS 23.558 specifies an ACR scenario where the ACR is started by the S-EAS as shown in Figure 3. In this case too, as any other ACR scenario in TS 23.558, the ACR can be performed for a predicted location that the UE is expected to reach in the future. 
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Figure 3: S-EAS decided ACR scenario
In this scenario S-EAS decides and initiates the ACR. By sending the selected T-EAS to the S-EES in step 4, the S-EES is triggered to perform EEC context relocation of step 5. However, the S-EAS, as the initiator of the ACR, has no possibility to cancel its own action afterwards. The S-EAS has no possibility to stop the procedure after it executes 4. 

Let us divide the issue into two cases: when the S-EAS needs to cancel the ACR (1) before the actual ACT of step 7 or after the ACT in step (7). 

1. In the scenario of Figure 3, issue happens when after step 4 and before step 7, the S-EAS changes its plan and does not want to continue the ACR. In such a case, step 5 is executed between S-EES and T-EES, even if the application context has not been transferred between S-EAS and T-EAS. The only possibility that the T-EES could know the status of this ACR could be step 9. However, currently such a failure message has not been specified. A failure message in step 9 depends only on the failure of step 7 and is totally irrelevant to the need for ACR cancellation or changes in S-EAS’s decision or plan. It is not specified that the T-EAS can get cancellation signal from the S-EAS and accordingly send a failure message to the T-EES. Especially, if step 7 is not performed by the S-EAS (due to changes in the S-EAS’s decision), T-EAS will not be involved and will not execute step 9. Furthermore, if the ACR is for a predicted location, according to the specification, steps 8 to 10 are not executed if the UE does not move to the predicted location. Therefore, ACR failure message is not applicable here. There is no other indication to the T-EES. It is not possible for the T-EES to know about ACR being stopped (to discard the EEC context). EEC context remains un-used on the T-EES, no clean-up mechanism defined.

2. Similarly, we will encounter with an issue if after step 7, the S-EAS changes its plan and does not want to continue the ACR. Even if we assume that the S-EAS can inform the T-EAS about its decision to cancel the ACR (EAS’s implementation), there is still no mechanism to inform the T-EES. Similar to the previous case, the ACR failure message is not applicable. EEC context still remains un-used on T-EES.
As we can see there are duplication context in both the T-EAS and the T-EES. Let’s consider each case:

· It might be assumend that if the ACR cannot be cancelled it can continue until the end. In that case the UE has to accept and use the consequences of that ACR. However, it is not always the case. There are cases that the UE cannot connect to the T-EES/T-EAS due to UE chage of mobility as described before in this paper. The EEC context and Application context will remain un-used on T-EES and T-EAS, respectively. This can result in denial of service on T-EES and/or T-EAS.
· One might thinkg that the T-EAS may discard the application context for various reasons, e.g. overflow, internal timeouts, etc.. However, please note that all that is not testable, optional and completely related to the particular implementation of the EAS, and in fact irrelevant to the need for cancelling the ACR or the EEC/UE’s intention. Hence, there is no mechanism defined to indicate clean-up of the unused application contexts.

· As for the T-EES, the only possibility that the T-EES could know the status of this ACR is at ACR status update from the T-EAS (i.e. step 10 in Figure 1, step 8 in Figure 2, step 9 in Figure 3). However, a failure message depends only on the failure of the application context transfer (ACT, step 8 in Figure 1, step 6 in Figure 2, step 7 in Figure 3) and is totally irrelevant to the need for ACR cancellation or changes in the EEC/UE’s intention/plan (in Figure 1 and Figure 2) or changes in EAS’s decision (in Figure 3). It is not certain at all that the T-EES may or may not get a failure message in this case. 
Furthermore according to stage 2 specification, if the ACR was initiated for a future location of the UE, the whole phase IV: Post-ACR clean up will be pending on the UE to move to the predicted location. If the UE changes plans, and does not move the predicted location, Post-ACR clean up will not be executed, which means that there will be no ACR status update from the T-EAS in that case.
Therefore, ACR failure message is not applicable here. There is no other indication to the T-EES. It is not possible for the T-EES to know about ACR being stopped (to discard the EEC context). As a result the EEC application context remains unused on the T-EES, no clean-up mechanism exist in 3GPP TS 23.558.
Similar problems exist for other scenarios in 3GPP TS 23.558; S-EES executed ACR, EEC executed ACR via T-EES.
2 Conclusion
This paper has discussed and analysed the problems of multiple unused ACRs in order to define the stage 3 details.
3GPP TS 23.558 defines service continuity planning which means ACR is performed for a future location of the UE. Unfortunately, 3GPP TS 23.558 does not define any mechanism to clean up multiple unused application contexts and EEC contexts which are left in several different entities (T-EAS, T-EES). This cannot be left undefined so depending optionally on application layer implementations. Firstly, this is an untestable random dealing with ACRs and is not a proper design. Secondly, the existance of multiple unsused ACRs can be explot in denial of service (DoS) attacks towards network operators. Thirdly, in EEC-triggered ACRs dealing with changes in UE’s plans of mobility, etc. cannot be left to the EAS alone since it cannot have any knowledge of UE’s intentions. The EEC/UE should be able to request cancel ACRs so that the system could work properly.

Also, note that if an ACR process can be initiated it should also be possible to be cancelled. This is similar to the connection state UE initiated by the PS handover which as a matter of fact defines a cancel mechanism.

Hence, the authors of this paper propose to liaise SA6 about the issues with the muliple unsued ACRs so that proper stage 3 desgin and work can be perfomed by the group based on ammended stage 2.
