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1. Introduction

This paper discusses issues on the spec changes introduced by 29.118/29.018 CRs on handling of VLR failure without restart and proposes ways to resolve these issues.

2. Discussion

In CT1#81 meeting, C1-125022/5023 (CR#0232 and CR#0113) on handling of VLR failure without restart were agreed towards the end of the meeting. However on re-examing the changes, there appear to be some issues:

1). Spec structure issue
The new logic is added as a new subsection 5.7.3.2 under subclause 5.7.3 "Procedure in the MME". The original procedure in the MME is grouped under a new heading "5.7.3.1 VLR fails with restart":


[image: image1]
The original CR did not show 5.7.2 and only showed 5.7.3. However if we look at the structure in a whole piece including 5.7.2, it is apparent that adding new subsection 5.7.3.2 "VLR fails without restart" does not make sense, because this would mean that subclause 5.7.2 "Procedures in the VLR" is also applicable to the case of "VLR fails without restart", which is not true: 
5.7.2
Procedures in the VLR

5.7.2.1
VLR Reset Initiation

In the event of a failure at the VLR which has resulted in the loss of the SGs association information for some UEs, the VLR shall move from any state to the SGs-NULL state for these UEs. The VLR shall also set the "Confirmed by Radio Contact" restoration indicator to "false" (see 3GPP TS 23.007 [4]) for affected UEs. The VLR shall not send any SGsAP-MM-INFORMATION-REQUEST messages to UEs with the SGs association in the SGs-NULL state.

When the VLR restarts, the VLR shall send an SGsAP-RESET-INDICATION message to all the MMEs connected to the VLR by the SGs interface. This message indicates to the MME that for the UEs with an SGs association to that VLR, the SGs association is no longer reliable. The VLR shall also start a separate timer Ts11 for each MME.

When VLR fails without restart, there is no SGs-Reset-Indication message towards the MME from the VLR, and the section 5.7.2 is not applicable.
In addition, in 5.7.1 General description under "VLR failure procedure", it is stated that "This procedure is also used by the MMEs with an SGs association to a failed VLR in the VLR pool to perform the restoration for CS services for the affected UEs when the VLR fails without restart or fails for a long duration", which gives the wrong impression that 5.7.2 "procedure in VLR" is applicable in this case as well, which is not true. 
5.7
VLR failure procedure

5.7.1
General description

This procedure is used by the VLR to inform the MMEs with an SGs association about the recovery from an internal failure that has affected the SGs association with the MMEs when the VLR fails with restart.

NOTE:
The VLR recovery procedure is handled in such a way that the signalling load on the VLR and MMEs does not create any overload problem.
This procedure is also used by the MMEs with an SGs association to a failed VLR in the VLR pool to perform the restoration for CS services for the affected UEs when the VLR fails without restart or fails for a long duration.
In the original CR, only 5.7.3 changes was shown in the CR, that is why this structure consistency issue was not detected at that time.
2). The trigger for the MME check on VLR status
For VLR fails with restart, the procedure in the MME is triggered by the SGs-Reset-Indication message from the VLR. For VLR fails without restart, currently it is stated that "If the MME detects that the VLR serving the UE is no longer in service …". However it is not clear when the MME performs such check on VLR in service status, i.e., during execution of some procedure or every procedure? and how frequent is the check? Note that this is not about how an MME detects the long VLR failure (failure without restart), which is implementation dependent, for example, via SCTP association status or other methods. The tricky part is how to determine a VLR failure is a long VLR failure (no restart) versus temporary failure.
5.7.3.2
VLR fails without restart
If the MME detects that the VLR serving the UE is no longer in service and the MME supports restoration for CS services via an alternative VLR as defined in 3GPP TS 23.007 [4], upon reception of a combined tracking area update request or a periodic tracking area update request from the UE that is attached to the VLR not in service, the MME may:

-
request the UE to re-attach for non-EPS services as specified in 3GPP TS 24.301 [14] and then select an alternative VLR that is in service for the UE during the subsequent combined tracking area update procedure, before performing the location update for non-EPS services procedure towards the selected VLR as described in subclause 5.2; or

-
select an alternative VLR that is in service for the UE and immediately perform the location update for non-EPS services procedure towards the selected VLR as described in subclause 5.2.

NOTE:
How an MME detects that a VLR is no longer in service is implemention dependent.
3). Issue with Alternative 1:

 -
request the UE to re-attach for non-EPS services as specified in 3GPP TS 24.301 [14] and then select an alternative VLR that is in service for the UE during the subsequent combined tracking area update procedure, before performing the location update for non-EPS services procedure towards the selected VLR as described in subclause 5.2; or

MME can request the UE to re-attach for non-EPS services. But during the subsequent combined tracking area update procedure, how would the MME know that it needs to select an alternative VLR? i.e. how would the MME know that the attach request is meant for selecting alternative VLR and not for attaching to serving/configured VLR? 
4). Context variable setting

Currently VLR reliable context variableis used to indicate whether VLR is reliable and to trigger re-attach of non-EPS services. 

VLR-Reliable:

Boolean set to "false" when the MME has received a reset indication from the VLR. The MME may request the UE, upon reception of the next tracking area update (periodic or combined) procedure, to re-attach to non-EPS services if the UE is still IMSI attached to non-EPS services. Alternatively, the MME may, upon reception of a periodic or combined tracking area update request from a UE that is still attached for non-EPS services, perform immediately the location update for non-EPS services procedure.
When long VLR failure (no restart) is detected, the MME needs to also set VLR reliable context variable to false.

Proposed change:
i. Logic related to VLR fails without restart checking/handling needs to be moved out of "VLR failure procedure" because there is no VLR side procedure involved.

ii. Since any corrective actions won't be performed until receiving next combined tracking area update or periodic tracking area update request any way, the checking should also be performed at that time. Given that existing logic on VLR name/number derivation is specified in 5.2.2.2, it is proposed to move the optional VLR fails without restart checking/handling logic to subclause 5.2.2.2 where and the LAIs and VLR name/number for non-EPS location update are determined so that the VLR derivation logic stays together.
iii. The MME sets VLR reliable context variable to false when long VLR failure (no restart) is detected.
3. Conclusion

It is proposed that CT1 has further discussion on the issues and proposals above.  Corresponding CRs for implementing the proposals have been provided in C1-130084 and C1-130085.
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