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1. Introduction

At the last CT1 meeting two contributions were discussed for DSMIPv6 interworking with network-based mobility (see TS 24.303 section 5.2.3.3). The conclusion on these contributions was postponed because no agreement was reached.The one contribution (C1-083177) proposed to rely on the IETF decision about a shared vs. single binding cache entry for DSMIPv6 and PMIPv6 registrations. The other contribution (C1-082826) proposed editorial changes to already agreed text , where the DSMIPv6 binding cache entry has higher priority than the PMIPv6 binding cache entry (i.e., if both DSMIPv6 and PMIPv6 binding cache entries exist, DSMIPv6 is used).

This contribution proposes a compromise approach to come to an agreement. Both PMIP and GTP handover case are addressed in this contribution.

2. Reason for Change

Due to handover between the home and foreign links the mobility management protocol of a PDN connection changes from network-based (PMIPv6/GTP) in the home link to host-based (DSMIPv6) in the foreign link or vice versa. The mobility registration messages of the different mobility mechanisms, i.e. DSMIPv6 Binding Update (BU) messages and PMIPv6 Proxy Binding Update (PBU) messages or GTP messages, don’t use a common mechanisms for message – reordering. Further, the DSMIPv6 BU are sent by UEs, whereas PMIPv6 PBU and GTP messages are sent by S-GW or MAG. Since these entities are not synchronized, so that the PDN-GW is unable to decide which registration message was sent latest, when two different messages are received shortly after each other. 

The current text in TS24.303 section 5.2.3.3 describes that separate binding cache entries for DSMIPv6 and PMIPv6 registrations are used and that the DSMIPv6 binding cache entry has always higher priority than the PMIPv6 binding cache entry, i.e., if both DSMIPv6 and PMIPv6 binding cache entries exist, DSMIPv6 is used. This resolves the message reordering problem, but has two major drawbacks:

1. This is not inline with the DSMIP interworking with GTP according to the SA2 agreements (see TS 23.402 section 8.4.1 and Figure 8.2.1.1-1)

2. Worse handover performance, because the data packets are not routed to the UE when the PBU message is received at the HA. Instead, data packets are first routed to the UE when the BU de-registration sent by the UE is received at the HA.

To reduce drawback 2), an optimization is specified in the current text that the DSMIP binding cache entry can optionally be removed when the HA receives the PBU message. However, this has the drawback that the mobility management mechanisms do not work independently of each other.

Furthermore, the text in the current version of the specification is ambiguous because the text specifies that the “DSMIPv6 binding cache entry shall not be modified” at reception of PBU or GTP update, but later the text specifies that optionally the DSMIPv6 BCE can be modified by a PBU or a GTP update.  

3. Conclusions

The current text in TS24.303 section 5.2.3.3 is not inline with TS23.402. Furthermore, it is ambiguous and it results either in worse handover performance or in unnecessary dependencies between different protocol mechanisms, depending on which option is used. This contribution proposes a compromise approach, which merges the advantages of both options and gets rid of the above drawbacks.

4. Proposal

To avoid above mentioned drawbacks, this contribution proposes that the binding cache entries for DSMIPv6 and PMIPv6 registrations are managed separately (i.e., state of a specific mobility management mechanism cannot be changed by another mobility management mechanism). This allows independent functionality of the different mobiltiy management protocols. 

Furthermore, it is proposed that both mobility management protocols have the same priority and that the HA accepts the last received mobility registration message of two consecutively received valid registration messages of different mobility management protocols. This allows optimized handover performance for the common case that messages are received in the order they were sent.

The figure below depicts the proposed solution for the cases of home-to-foreign link handover (PMIP->DSMIP) and foreign-to-home link handover (DSMIP->PMIP) respectively. The Signalling flows A and C show the handover cases without reordering of the mobility registration messages, i.e. without race condition. Signalling flows B and D show very rare cases in which the the BU (DSMIPv6 registration message) and PBU (PMIPv6 registration message) can overtake each other. The boxes on the right side of the signaling flows show the changes in the BCE of the LMA and HA functionality in the P-GW. The bold highlighted entries in the BCE boxes show the currently active BCE state according to the last received registration message. In order to resolve the reordering problem between BU and PBU, a solution is proposed below that is depicted in red arrows in figures B and D.
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More specifically the following simple mechanism is proposed for the rare case of registration message reordering:

Upon receiving mobility registration messages (first and second message) of different mobility management protocols within a short period of time (e.g. tens of milliseconds) and before processing the second message, the HA sends a Binding Revocation Indication (BRI) message as specified in subclause 5.4.3.1 with the Revocation Trigger field set to 10 (“Possible Out-of Sync BCE State”) (draft-muhanna-mext-binding-revocation-02) to the care-of-address of the currently active BCE. If the source of the first registration message wants to keep its registration, it sends a Binding Revocation Acknowledgement (BRA) message with Status field set to 6 (“Revocation Failed, MN is Attached”) (draft-muhanna-mext-binding-revocation-02) as a reply to the BRI message. Upon receiving the BRA with status field set to 6, the P-GW concludes that the second message has overtaken the first message, i.e. a reordering has occurred as depicted on signalling flows B and D in the above figure.  Otherwise, if no reordering of registration messages occured, the source of the first registration message deletes the resources associated with the UE and sends BRA with Status field set to 0 (“success”) back to the HA. If the HA receives BRA with Status field set to 0, the HA deletes the BCE caused by the first registration message and activates the BCE from the second registration message. 
It is proposed to agree the following changes to 3GPP TS 24.303.

* * * First Change * * * *

5.2.3.3

Handover from a foreign link to a home link

If the Lifetime field in the Binding Update is set to 0, the HA shall process the message based on draft-ietf-mext-nemo-v4traversal [2] and IETF RFC 3775 [6], removing the associated binding cache entry and sending the Binding Acknowledge message with the Status field set to 0 (Binding Update accepted). If an IPv4 home address was assigned to the UE, the HA shall also remove the binding for the IPv4 home address tied to the IPv6 home address included in the Binding Update. If the HA also performs LMA functionality and before the de-registration Binding Update a Proxy Binding Update is received by the HA as defined in 3GPP TS 29.275 [25], a new binding cache entry for the PMIPv6 registration shall be created and the downlink packets shall be processed by the HA based on the PMIPv6 binding cache entry. When the UE sends a BU with lifetime set to 0, the HA processes it according subclause 5.4.3.2 and the PMIPv6 binding cache entry is not modified.

Similarly if the HA performs also GTP tunnel endpoint functionality and before the de-registration Binding Update a GTP Modify Bearer Request as defined in 3GPP TS29.274 is received by the HA, the downlink packets shall be processed by the HA based on the GTP tunneling state. When the UE sends a BU with lifetime set to 0, the HA processes it according subclause 5.4.3.2 and the GTP tunneling state is not modified. 

In case first and second mobility registration messages of different mobility protocols are received shortly after each other (e.g. tens of milliseconds), the HA sends a Binding Revocation Indication message as specified in subclause 5.4.3.1 with Revocation Trigger field set to 10 (“Possible Out-of Sync BCE State”) to the care-of-address of the currently active BCE before the second registration message is processed. If the HA receives a BRA message with Status filed set to 6 (“Revocation Failed, MN is Attached”) from the care-of-address of the currently inactive BCE, the HA activates the tunnel state from the first registration message. If the HA receives a BRA message with Status filed set to 0 (“success”) as reply to the BRI, the HA deletes the BCE caused by the first message as specified in [19].

Editor’s note: In case of GTP-based S5 interface, the HA may send a Delete Bearer Request message as specified in TS29.274 in subclause 7.2.9.2 to the S-GW comparable to the BRI message in case PMIPv6. If the S-GW wants to keep the GTP registration a Delete Bearer Response message is sent to the HA having a new Cause values “Request rejected” that needs to be specified by CT4.
* * * Next Change * * * *

