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1. Introduction
In current TS 24.303, it is mentioned in section 4.3 that a UE is able to connect to multiple PDNs using multiple DSMIPv6 sessions (one per each PDN).  Likewise, based on the requirements from TS 23.402 (section 4.12), it is possible for UE to be associated to multiple PDN-GWs (one per each PDN).  In host moblity management (DSMIP), each PDN-GW would function as a HA for the UE.  Hence, it is likely that the UE obtains a home address from each PDN-GW it is associated to.  With this, the UE might be able to create a tunneling loop amongst PDN-GWs by binding home addresses to each other.  One such possible scenario for the UE to be associated to multiple PDN-GWs is when the UE is located in a VPLMN and has an association to its HPLMN PDN-GW while also having a local breakout session with a VPLMN PDN-GW.

In this paper, we intend to discuss such problem of tunnel loop creation and its impact to the network.  Furthermore, we would like to discuss on the approach to take in minimizing the impact of such looping.

2. Discussion
2.1 Sceanrio

In TS 23.402, one sceanrio is for UE to use the ePDG in the VPLMN to access the home PDN-GW (H-PGW).  This is termed as home routed case.  In another scenario, UE uses the ePDG in the VPLMN to access the foreign PDN-GW (V-PGW).  This is termed as local breakout case.  As UE is able to request to connect to multiple PDNs, it is possible for the UE to have both home routed and local breakout case.  Figure 1 illustrates the scenario for the combined cases.
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Figure 1: Home routed and local breakout scenario.
 For the home routed case, UE is usign DSMIP and thus has a S2c link via the ePDG to H-PGW.  The H-PGW assigns an IP address (HoA1) as the home address for UE.  For the local breakout case, UE is using DSMIP and thus has a S2c link via the ePDG to V-PGW.  The V-PGW assigns an IP address (HoA2) as the home address for UE.  For the UE's care-of address, the UE configures it from the prefix (P1) provided by ePDG.
The above scenario describes one example on how the UE is able to connect to multiple PDN-GWs.  Other examples include cases in which the UE is able to request for multiple PDN-GWs within the same PLMN.

2.2 Problem
It is possible for a malicious UE to create a tunneling loop amongst PDN-GWs.  This can be achieved when a UE binds one home address assigned by one PDN-GW to another home address provided by another PDN-GW.  This type of binding will force the PDN-GWs to route the same packet among each other without knowledge that a tunnel loop has been created.  Figure 2 shows the creation of a loop between PDN-GWs.
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Figure 2: Creating a loop among PDN-GWs.
In order for the UE to create the loop between H-PGW and V-PGW, the UE would have to bind the respective IP addresses given by the PDN-GWs to each other.  The UE uses the binding update (BU) message specified in TS 24.303 to achieve this.  For example, UE has to bind HoA1 (as home address) to HoA2 (as care-of address) at H-PGW.  Likewise, the same has to be done at V-PGW where HoA2 (as home address) is bound to HoA1 (as care-of address).  
If ingress filtering is deployed at the ePDG, the UE would not be able to directly send the BU to the PDN-GWs to create the routing loop.  The reason is that the source address of the BU would have to be a home address from the other PDN-GW (e.g. HoA1).  At the ePDG, since the source address of the BU does not match any of the prefix that the ePDG is handling, the ePDG would drop the packet.  A simple way to overcome ingress filtering is for UE to create the packet in such a way that the ePDG would accept it.  For example, UE inserts BU1 (as payload) into an IPv6 packet with the source address of the IPv6 packet specifying an address configured from P1 (P1.Addr).  As the ePDG is managing P1, it would allow the packet to be routed to its destination (V-PGW).  At V-PGW, it would see BU1 in the payload of the IPv6 packet and processes the binding update as per TS 24.303.
The above describes an example on how the UE is able to avoid ingress filtering and create a tunnel loop between PDN-GWs.  Another  example could be that the UE tunnels the BU message from one PDN-GW to another PDN-GW, thus avoiding ingress filtering.

2.3 Impact
Once the UE successfully creates the tunnel loop amongst the PDN-GWs, PDN-GWs will unknowingly forward the same packet among each other, thus consuming the resources of the PDN-GWs.  If launched in full scale (e.g. multiple sets of home addresses), this might 'shut down' the PDN-GWs and affect the network.  Figure 3 describes impact to the PDN-GWs when a loop is created.
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Figure 3: Impact to PDN-GWs when tunnel loop is created.
When H-PGW receives a packet to UE (from CN), H-PGW searches the binding cache to find the relevant forwarding address to UE (HoA1).  In this case, H-PGW encapsulates the packet and forwards it to HoA2.  This will cause V-PGW to intercept the packet for UE.  Now, at V-PGW, it sees that the packet is addressed to HoA2.  Searching the respective binding entry in its binding cache, V-PGW will encapsulate this packet and forward it to HoA1.  This will cause H-PGW to intercept the packet for UE.  This looping would continue until the packet is dropped due to expire lifetime.
The reason why PDN-GWs are unable to detect the loop is due to the tunnel encapsulation technique used when the packet is being forwarded.  As the packet does not reach its intended destination (e.g. the tunnel end point), the packet would be continuously encapsulated each time the packet passes through a PDN-GW.  This implies that the PDN-GW would be unable to identify that it has already forward a particular packet before.  Figure 4 illustrates why the PDN-GW is unable to know that it has forwarded the same packet.
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Figure 4: Tunneling encapsulation of a packet.
3. Proposal
3.1 Proposal 1
RFC 2473 [1] introduces a mechanism to prevent infinite looping using a tunnel encapsulation limit (TEL) option.  The TEL option would contain a value to indicate the number of times a packet can be encapsulated.  After going through each successful encapsulation, the value in the TEL option would be decremented by 1.  Figure 5 shows how TEL option can limit the looping of a packet.
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Figure 5: Using TEL option to prevent infinite looping.
At H-PGW, the packet would be tagged with a TEL value (e.g. 2) that states the number of times the packet could be encapsulated.  When this packet arrives at V-PGW, it checks if the TEL value is not equal to zero.  If the value is not equal to zero, this means that V-PGW can still proceed to add another level of encapsulation to the packet.  In this case, V-PGW decrements the TEL value by one (e.g. 1) after adding a new encapsulation header.  If the value of the TEL is equal to zero, V-PGW would drop the packet and send an Internet Control Message Protocol (ICMP) message [2] back to the source informing it that the packet could not be routed to its intended destination.
This mechanism only prevents the tunnel loop from becoming out of control.  The loop would only be detected when the TEL drop to 0.  Furthermore, using this mechanism would also create a flood of ICMP messages between home agents to notify each other of the failure to send the packet.
3.1 Proposal 2
In order to allow for loop detection, we propose that the PDN-GW is able to add some form of identifier to the packet to allow it to clearly see that the packet has been previously forwarded by the same PDN-GW.  This identifier could be the identity of the PDN-GW or some randomly generated value by the PDN-GW.  Also, this identifier could be added as a new field in the TEL option or as another TEL option (with similar format as RFC 2473).  Whenever, the PDN-GW receives a packet, it checks if this identifier is present.  If so, the PDN-GW matches the identifier with the one it has to determine if it is similar.  When a match is obtained, the PDN-GW is sure that this packet was previously forwarded by it and hence suspects that a tunnel loop has been created.  The PDN-GW would then take corrective steps (e.g. drop packet and remove affect binding entry) to break the loop.  Figure 6 illustrates how a PDN-GW is able to detect looping.
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Figure 6: Using identifier to detect looping.
Prior to sending the packet from H-PGW, the H-PGW adds an identifier to the packet to allow it to know that this packet has been handled by H-PGW.  This identifier could be the identity of the H-PGW or some randomly generated value.  When V-PGW receives this packet, it processes the Identifier and deems that this packet was not handled by V-PGW previously.  Hence, V-PGW would place this Identifier in the outer header of the encapsulated packet before forwarding it back out.  Now, at the H-PGW, it sees the Identifier and processes it to discover that it matches.  This implies that H-PGW has previously handled this packet and suspects that a tunnel loop might have been created.  For this, H-PGW takes the necessary steps to try and break this loop (e.g. drop packet and remove affect binding entry).
4. Conclusion

It is proposed to agree on Proposal 2 to allow PDN-GWs to have the ability to detect tunnel loops being formed amongest each other.  If agreed, text would be added to Section 4.3 of TS 24.303 to briefly describe the problem of tunnel loop creation and also Proposal 2 as a solution to detect such tunnel loops.
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