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* * * First Change * * * *

5
GTP Header for Control Plane

5.4
EPC specific GTP-C header

Apart from the Echo Request, Echo Response and Version Not Supported Indication messages, the GTP-C message header shall contain the TEID and Sequence Number fields followed by one spare octet. A typical GTP-C header is depicted in figure 5.4-1. The spare bits shall be set to zero by the sender and ignored by the receiver.
	
	
	Bits

	Octets
	
	8
	7
	6
	5
	4
	3
	2
	1

	1
	
	Version
	P
	T=1
	MP
	Spare
	Spare

	2
	
	Message Type

	3
	
	Message Length (1st Octet)

	4
	
	Message Length (2nd Octet)

	5
	
	Tunnel Endpoint Identifier (1st Octet)

	6
	
	Tunnel Endpoint Identifier (2nd Octet)

	7
	
	Tunnel Endpoint Identifier (3rd Octet)

	8
	
	Tunnel Endpoint Identifier (4th Octet)

	9
	
	Sequence Number (1st Octet)

	10
	
	Sequence Number (2nd Octet)

	11
	
	Sequence Number (3rd Octet)

	12
	
	Message Priority
	Spare


Figure 5.4-1: The format of EPC specific GTPv2 Control Plane message Header

* * * Next Change * * * *

5.5
Usage of the GTPv2-C Header
5.5.1
General
The format of the GTPv2-C header is specified in subclause 5.1 "General format". The usage of the GTP-C header across e.g. S101/S121 (3GPP TS 29.276 [14]) and Sv (3GPP TS 29.280 [15]) interfaces are defined in their respective specifications. 

The usage of the GTPv2-C header for EPC specific interfaces shall be as defined below. 

The first octet of the header shall be used is the following way:

· Bits 8 to 6, which represent the GTP-C version, shall be set to decimal 2 ("010").

· Bit 5 represents a "P" flag. If the "P" flag is set to "0", no piggybacked message shall be present. If the "P" flag is set to "1", then another GTPv2-C message with its own header and body shall be present at the end of the current message. 

When present, a piggybacked message shall have its "P" flag set to "0" in its own header. If a Create Session Response message (as part of EUTRAN initial attach, a Handover from Trusted or Untrusted Non-3GPP IP Access to E-UTRAN (see sub-clauses 8.6 and 16.11 of 3GPP TS 23.402 [45]) or UE-requested PDN connectivity procedure) has the "P" flag set to "1", then a single Create Bearer Request message shall be present as the piggybacked message. As a response to the Create Bearer Request message, if the Create Bearer Response has the "P" flag set to "1", then a single Modify Bearer Request (as part of EUTRAN initial attach, a Handover from Trusted or Untrusted Non-3GPP IP Access to E-UTRAN (see sub-clauses 8.6 and 16.11 of 3GPP TS 23.402 [45]) or UE-requested PDN connectivity procedure) shall be present as the piggybacked message. A Create Bearer Response with "P" flag set to "1" shall not be sent unless a Create Session Response with "P" flag set to "1" has been received for the same procedure. Apart from Create Session Response and Create Bearer Response messages, all the EPC specific messages shall have the "P" flag set to "0".
-
Bit 4 represents a "T" flag, which indicates if TEID field is present in the GTP-C header or not. If the "T" flag is set to 0, then the TEID field shall not be present in the GTP-C header. If the "T" flag is set to 1, then the TEID field shall immediately follow the Length field, in octets 5 to 8. Apart from the Echo Request, Echo Response and Version Not Supported Indication messages, in all EPC specific messages the value of the "T" flag shall be set to "1".

-
Bit 3  represents a "MP" flag. If the "MP" flag is set to "1", then bits 8 to 5 of octet 12 shall indicate the message priority.
-
Bit 2 is a spare bit. The sending entity shall set it to "0" and the receiving entity shall ignore it.

-
Bit 1 is a spare bit. The sending entity shall set it to "0" and the receiving entity shall ignore it.

The usage of the fields in octets 2 - n of the header shall be as specified below.

-
Octet 2 represents the Message type field, which shall be set to the unique value for each type of control plane message. Message type values are specified in Table 6.1-1 "Message types for GTPv2".  

-
Octets 3 to 4 represent the Message Length field. This field shall indicate the length of the message in octets excluding the mandatory part of the GTP-C header (the first 4 octets). The TEID (if present) and the Sequence Number shall be included in the length count. The format of the Length field of information elements is specified in subclause 8.2 "Information Element Format".

-
A piggybacked initial message and the preceding triggered response message present in the common IP/UDP packet shall have their own length and sequence number in their respective GTP-C headers. The overall length of the IP/UDP packet shall indicate the total length of the two GTP-C messages.

-
For EPC specific interfaces, T=1, and therefore octets 5 to 8 represent the Tunnel Endpoint Identifier (TEID) field. This field shall unambiguously identify a tunnel endpoint in the receiving GTP-C entity. The Tunnel Endpoint Identifier is set by the sending entity in the GTP header of all control plane messages to the TEID value provided by the corresponding receiving entity (see subclause 4.1). If a peer's TEID is not available the TEID field shall be present in a GTPv2-C header, but its value shall be set to "0", as specified in subclause 5.5.2 "Conditions for sending TEID=0 in GTPv2-C header". 
NOTE:
The TEID in the GTP header of a Triggered (or Triggered Reply) message is set to the TEID value provided by the corresponding receiving entity regardless of whether the source IP address of the Initial (or Triggered) message and the IP Destination Address provided by the receiving entity for subsequent control plane Initial messages (see subclause 4.2.2.1) are the same or not.
-
Octets 9 to 11 represent GTP Sequence Number field.
-
Bits 8 to 5 of octet 12 shall indicate the relative priority of the GTP-C message, if the "MP" flag is set to 1 in Octet 1. It shall be encoded as the binary value of the Message Priority and it may take any value between 0 and 15, where 0 corresponds to the highest priority and 15 the lowest priority.  

If the "MP" flag is set to "0" in Octet 1, bits 8 to 5 of octet 12 shall be set to "0" by the sending entity and ignored by the receiving entity.
-
Bits 4 to 1 of octet 12 are spare bits. The sending entity shall set them to "0" and the receiving entity shall ignore them.
* * * For Information * * * *

12.3.9.3
Message prioritization

12.3.9.3.1
Description

When performing message throttling:

-
GTP requests related to priority traffic (i.e. eMPS as described in 3GPP TS 22.153 [62]) and emergency have the highest priority. Depending on regional/national requirements and network operator policy, these GTP requests shall be the last to be throttled, when applying traffic reduction, and the priority traffic shall be exempted from throttling due to GTP overload control up to the point where the requested traffic reduction cannot be achieved without throttling the priority traffic;

-
for other types of sessions, messages throttling should consider the relative priority of the messages so that the messages which are considered as low priority are considered for throttling before the other messages. The relative priority of the messages may be derived from the relative priority of the procedure for which the message is being sent (as specified in subclause 12.3.9.3.2) or may be derived from the session parameters (as specified in subclause 12.3.9.3.3).

NOTE:
A random throttling mechanism, i.e. discarding the messages without any special consideration, could result in an overall poor congestion mitigation mechanism and bad user experience.

An overloaded node may also apply these message prioritization schemes when handling incoming initial messages during an overloaded condition, as part of the self-protection mechanism (see subclause 12.3.10.2.3).
* * * Next Change * * * *

12.3.9.3.x
Based on the Message Priority signalled in the GTP-C message

Message prioritization may be performed by an overloaded node, when handling incoming messages during an overloaded condition, based on the relative GTP-C message priority signalled in the GTP-C header (see subclauses 5.4 and 5.5). 
A GTP-C entity shall determine whether to set and use the message priority in GTP-C signalling within the PLMN and/or across the PLMN boundaries, based on operator policy and roaming agreements. The following requirements shall apply if being used.
A sending GTP-C entity shall determine the relative message priority to signal in the message according to the principles specified in subclause 12.3.9.3.1. If the message affects multiple bearers (e.g. Modify Bearer Request), the relative message priority should be determined considering the highest priority ARP among all the bearers. 
A GTP-C entity should set the same message priority in a Triggered message or Triggered Reply message as received in the corresponding Initial message or Triggered message respectively. 
The message priority values sent on intra-network interfaces may differ from the values sent on inter-network interfaces. When messages cross PLMN boundaries, the Message Priority in the GTP-C header may be stripped or modified in these messages. 
NOTE :
This is to take into account that the priority definitions can vary between PLMNs and avoid messages from a foreign PLMN to gain unwarranted preferential treatment.
For incoming GTP-C messages that do not have a message priority in the GTP-C header, the receiving GTP-C entity:

-
shall apply a default priority, if the incoming message is an Initial message; 
-
should apply the message priority sent in the Initial message or Triggered message, if the incoming message is a Triggered or Triggered Reply message (respectively). 

This feature should be supported homogenously across the nodes in the network, otherwise an overloaded node will process initial messages received from the non-supporting nodes according to the default priority while initial messages received from supporting nodes will be processed according to the message priority signalled in the GTP-C message.
* * * Next Change * * * *

12.3.10.2.3
Self-protection by the overloaded GTP-C entity

A source GTP-C entity enforcing the overload control cannot ensure that the overloaded peer will not receive more messages than what it can handle during the overload condition, e.g. the "loss" algorithm does not guarantee that the future traffic reaches perfectly that requested by the overloaded GTP-C entity. Hence, the overloaded target GTP-C entity shall protect itself from the risk of meltdown even in a network where all the sending GTP-C entities support the overload control mechanism. As a part of this self-protection, the overloaded target GTP-C entity may reject the messages which it cannot handle during an overloaded state. A GTP-C entity which decides to not process an incoming request message due to overload should still send a reject response message, if possible, indicating the temporary unavailability of the resources; otherwise the request message may be dropped. 

NOTE:
Without a response message, the source GTP-C entity cannot determine whether the request did not reach the target GTP-C entity due to a network error or whether the target GTP-C entity was in overload and not able to process the request and send a response message. This will cause the source GTP-C entity to retransmit the request message and hence will increase further the overload at the target node. 

The GTP-C entity may apply message prioritization as described in subclause 12.3.9.3 when selecting the incoming request messages to be throttled.
While rejecting the message due to overload, the GTP-C entity shall set the cause to "GTP-C Entity Congestion" or "APN congestion" (for node level or APN level overload respectively) and may include the Overload Control Information in the rejection response as specified in subclauses 12.3.5.1.1 and 12.3.11.
* * * Next Change * * * *

12.3.13
Implicit overload control mechanisms

Implicit overload control mechanisms are mechanisms used between GTP-C entities when GTP-C overload control is not supported or not enabled between them, e.g. across PLMN boundary based on operator's policy, to help reducing the overload at the overloaded node:

-
a GTP-C entity which decides to not process an incoming request message due to overload should still send a reject response message, if possible, indicating the temporary unavailability of the resources, e.g. No resources available; otherwise the GTP-C entity may drop the incoming request message.

NOTE:
Without a response message, the source GTP-C entity cannot determine whether the request did not reach the target GTP-C entity due to a network error or whether the target GTP-C entity was in overload and not able to process the request and send a response message. This will cause the source GTP-C entity to retransmit the request message and hence will increase further the overload at the target node. 

-
a GTP-C entity in overload may support messages throttling as a self protection mechanism and may apply message prioritization as described in subclause 12.3.9.3 when selecting the incoming request messages to be throttled;
-
based on the number and rate of reject responses indicating temporary unavailability of resources, e.g. No resources available,  a source GTP-C entity should try to assess the overload level of the target GTP-C entity and apply correspondingly message throttling as described in subclause 12.3.9 to reduce the amount of traffic sent towards the overloaded GTP-C entity.

* * * End of Change * * * *

