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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

The objectives for this document are, based on the outcomes of the 3GPP TR 38.811, to study a set of necessary features/adaptations enabling the operation of the New Radio (NR) protocol in non-terrestrial networks for 3GPP Release 16 with a priority on satellite access. Access network based on Unmanned Aerial System (UAS) including High Altitude Platform Station (HAPS) could be considered as a special case of non-terrestrial access with lower delay/Doppler value and variation rate.
Editor’s note: Further check needed if HAPS with predicable mobility, if possible, could be considered also.

The objectives for the study are the following 
· Consolidation of potential impacts on the physical layer and definition of related solutions if needed
· Performance assessment of NR in selected deployment scenarios (LEO based satellite access, GEO based satellite access) through link level (Radio link) and system level (cell) simulations
· Study and define related solutions if needed on NR related Layer 2 and 3

· Study and define related solutions if needed on RAN architecture and related interface protocols

NOTE: As far as architecture issues are concerned, this TR supersedes 3GPP TR 38.811
2
References

The following documents contain provisions, which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications"
[2]
3GPP TR 38.811: "Study on New Radio (NR) to support non-terrestrial networks (Release 15)"
[3]
3GPP TS 38.401; NG-RAN; Architecture description (Release 15)
[4]
3GPP TR 38.874 NR-Study on IAB (Integrated Access and Backhaul)

[5]
3GPP TS 37.340; NR; Multi-connectivity; Overall description

[6]
RP-181370, Study on solutions evaluation for NR to support Non Terrestrial Network

[7]
3GPP TS 23.501 V15.0.0 : System Architecture for the 5G System

[8]
R3-184403, NR-NTN: Paging in NGSO Satellite Systems
[9]
3GPP TS 37.324 V15.0.0 “E-UTRA and NR; Service Data Adaptation Protocol (SDAP) specification (Release 15)”

[10]
AIAA 2006-6753, Revisiting Spacetrack Report #3 , Models for Propagation of NORAD Element Sets, David A. Vallado, Paul Crawford, Richard Hujsak, T. S. Kelso, presented at the AIAA/AAS Astrodynamics Specialist Conference, Keystone, CO, 2006 August 21–24, 2006
3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Availability: % of time during which the RAN is available for the targeted communication. Unavailable communication for shorter period than [Y] ms shall not be counted. The RAN may contain several access network components among which an NTN to achieve multi-connectivity or link aggregation.

Feeder link: Wireless link between NTN Gateway and satellite

Geostationary Earth orbit: Circular orbit at 35,786 km above the Earth's equator and following the direction of the Earth's rotation. An object in such an orbit has an orbital period equal to the Earth's rotational period and thus appears motionless, at a fixed position in the sky, to ground observers.

Low Earth Orbit: Orbit around the Earth with an altitude between 300 km, and 1500 km.

Medium Earth Orbit: region of space around the Earth above low Earth orbit and below geostationary Earth Orbit.
Minimum Elevation angle: minimum angle under which the satellite or UAS platform can be seen by a terminal.
Mobile Services: a radio-communication service between mobile and land stations, or between mobile stations
Mobile Satellite Services: A radio-communication service between mobile earth stations and one or more space stations, or between space stations used by this service; or between mobile earth stations by means of one or more space stations
Non-Geostationary Satellites: Satellites (LEO and MEO) orbiting around the Earth with a period that varies approximately between 1.5 hour and 10 hours. It is necessary to have a constellation of several Non-Geostationary satellites associated with handover mechanisms to ensure a service continuity.

Non-terrestrial networks: Networks, or segments of networks, using an airborne or space-borne vehicle to embark a transmission equipment relay node or base station.

NTN-gateway: an earth station or gateway is located at the surface of Earth, and providing sufficient RF power and RF sensitivity for accessing to the satellite (resp. HAPS). NTN Gateway is a transport network layer (TNL) node.
On Board processing: digital processing carried out on uplink RF signals aboard a satellite or an aerial. 

On board NTN gNB: gNB implemented in the regenerative payload on board a satellite (respectively HAPS).
On ground NTN gNB: gNB of a transparent satellite (respectively HAPS) payload implemented on ground. 
One-way latency: time required to propagate through a telecommunication system from a terminal to the public data network or from the public data network to the terminal. This is especially used for voice and video conference applications.

Regenerative payload: payload that transforms and amplifies an uplink RF signal before transmitting it on the downlink. The transformation of the signal refers to digital processing that may include demodulation, decoding, re-encoding, re-modulation and/or filtering. 

Round Trip Delay: time required for a signal to travel from a terminal to the sat-gateway or from the sat-gateway to the terminal and back. This is especially used for web-based applications.

Satellite: a space-borne vehicle embarking a bent pipe payload or a regenerative payload telecommunication transmitter, placed into Low-Earth Orbit (LEO), Medium-Earth Orbit (MEO), or Geostationary Earth Orbit (GEO). 

Satellite beam: A beam generated by an antenna on-board a satellite
Service link: Radio link between satellite and UE

Transparent payload: payload that changes the frequency carrier of the uplink RF signal, filters and amplifies it before transmitting it on the downlink 

Unmanned Aircraft Systems: Systems encompassing Tethered UAS (TUA), Lighter Than Air UAS (LTA), Heavier Than Air UAS (HTA), all operating in altitudes typically between 8 and 50 km including High Altitude Platforms (HAPs)

User Connectivity: capability to establish and maintain data / voice / video transfer between networks and Terminals

User Throughput: data rate provided to a terminal
3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

ECEF
Earth-Centered, Earth-Fixed
EIRP 
Equivalent Isotropic Radiated Power
FSS
Fixed Satellite Services

GEO
Geostationary Earth Orbiting

gNB
next Generation Node B

GW
Gateway

HAPS
High Altitude Platform Station

HEO
Highly Elliptical Orbiting

ISL
Inter-Satellite Links

LEO
Low Earth Orbiting

Mbps
Mega bit per second

MEO
Medium Earth Orbiting

MS
Mobile Services

MSS
Mobile Satellite Services

NAS-MM
Non-Access Stratum Mobility Management
NAS-SM
Non-Access Stratum Session Management
NGEO
Non-Geostationary Earth Orbiting

NTN 
Non-Terrestrial Network

RAN
Radio Access Network

RTD
Round Trip Delay

SNR 
Signal-to-Noise Ratio

SRI
Satellite Radio Interface

TLE

Two-Line Element
Rx

Receiver

UAS
Unmanned Aircraft System

UE:
User Equipment

4
Non-Terrestrial Networks overview and scenarios
4.1
Non-Terrestrial Networks overview

A non-terrestrial network refers to a network, or segment of networks using RF resources on board a satellite (or UAS platform).

The typical scenario of a non-terrestrial network providing access to user equipment is depicted below:
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Figure 4.1-1: Non-terrestrial network typical scenario based on transparent payload
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Figure 4.1-2: Non-terrestrial network typical scenario based on regenerative payload

Non-Terrestrial Network typically features the following elements:

-
One or several sat-gateways that connect the Non-Terrestrial Network to a public data network

-
a GEO satellite is fed by one or several sat-gateways which are deployed across the satellite targeted coverage (e.g. regional or even continental coverage). We assume that UE in a cell are served by only one sat-gateway

-
A Non-GEO satellite served successively by one or several sat-gateways at a time. The system ensures service and feeder link continuity between the successive serving sat-gateways with sufficient time duration to proceed with mobility anchoring and hand-over

-
A Feeder link or radio link between a sat-gateway and the satellite (or UAS platform)
-
A service link or radio link between the user equipment and the satellite (or UAS platform).
-
A satellite (or UAS platform) which may implement either a transparent or a regenerative (with on board processing) payload. The satellite (or UAS platform) generate beams typically generate several beams over a given service area bounded by its field of view. The footprints of the beams are typically of elliptic shape. The field of view of a satellites (or UAS platforms) depends on the on board antenna diagram and min elevation angle.
-
A transparent payload: Radio Frequency filtering, Frequency conversion and amplification. Hence, the waveform signal repeated by the payload is un-changed;

-
A regenerative payload: Radio Frequency filtering, Frequency conversion and amplification as well as demodulation/decoding, switch and/or routing, coding/modulation. This is effectively equivalent to having all or part of base station functions (e.g. gNB) on board the satellite (or UAS platform).

-
Inter-satellite links (ISL) optionally in case of a constellation of satellites. This will require regenerative payloads on board the satellites. ISL may operate in RF frequency or optical bands.

-
User Equipments are served by the satellite (or UAS platform) within the targeted service area.

There may be different types of satellites (or UAS platforms) listed here under:

Table 4.1-1: Types of NTN platforms
	Platforms
	Altitude range
	Orbit
	Typical beam footprint size

	Low-Earth Orbit (LEO) satellite
	300 – 1500 km
	Circular around the earth
	100 – 500 km

	Medium-Earth Orbit (MEO) satellite
	7000 – 25000 km
	
	100 – 500 km

	Geostationary Earth Orbit (GEO) satellite
	35 786 km
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point
	200 – 1000 km

	UAS platform (including HAPS)
	8 – 50 km (20 km for HAPS)
	
	5 - 200 km

	High Elliptical Orbit (HEO) satellite
	400 – 50000 km
	Elliptical around the earth
	200 – 1000 km


Typically

· GEO satellite and UAS are used to provide continental, regional or local service.

· a constellation of LEO and MEO is used to provide services in both Northern and Southern hemispheres. In some case, the constellation can even provide global coverage including polar regions. For the later, this requires appropriate orbit inclination, sufficient beams generated and inter-satellite links.

HEO satellite systems are not considered in this document.

4.2
Non-Terrestrial Networks reference scenarios

We shall consider in this document non-terrestrial networks providing access to user equipment in six reference scenarios including

· Circular orbiting and notional station keeping platforms.

· Highest RTD constraint

· Highest Doppler constraint

· A transparent and a regenerative payload

· One ISL case and one without ISL. Regenerative payload is mandatory in the case of inter-satellite links. 

· Fixed or steerable beams resulting respectively in moving or fixed beam foot print on the ground
Six scenarios are considered as depicted in Table 4.2-1 and are detailed in Table 4.2-2.

Table 4.2-1: Reference scenarios

	
	Transparent satellite
	Regenerative satellite

	GEO based non-terrestrial access network
	Scenario A
	Scenario B

	LEO based non-terrestrial access network:

steerable beams
	Scenario C1
	Scenario D1

	LEO based non-terrestrial access network:

the beams move with the satellite
	Scenario C2
	Scenario D2


Table 4.2-2: Reference scenario parameters

	Scenarios
	GEO based non-terrestrial access network (Scenario A and B)
	LEO based non-terrestrial access network (Scenario C & D)

	Orbit type
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point 
	circular orbiting around the earth

	Altitude
	35,786 km
	600 km

1,200 km

	Spectrum (service link)
	<6 GHz (e.g. 2 GHz)

>6 GHz (e.g. DL 20 GHz, UL 30 GHz)

	Max channel bandwidth (service link)
	30 MHz for band < 6 GHz

400 MHz for band > 6 GHz

	Payload
	Scenario A : Transparent (including radio frequency function only)

Scenario B: regenerative (including all or part of RAN functions)
	Scenario C: Transparent (including radio frequency function only)

Scenario D: Regenerative (including all or part of RAN functions)

	Inter-Satellite link
	No
	Scenario C: No

Scenario D: Yes

	Earth-fixed beams
	Yes
	Scenario C1: Yes (steerable beams), see note 1

Scenario C2: No (the beams move with the satellite)

Scenario D 1: Yes (steerable beams), see note 1
Scenario D 2: No (the beams move with the satellite)

	Max beam foot print diameter at nadir
	500 km
	200 km

	Min Elevation angle for both sat-gateway and user equipment
	10°
	10°

	Max distance between satellite and user equipment at min elevation angle
	40,586 km
	1,932 km (600 km altitude)

3,131 km (1,200 km altitude)

	Max Round Trip Delay (propagation delay only)
	Scenario A: 541.14 ms (service and feeder links)

Scenario B: 271.57ms (service link only)
	Scenario C: (transparent payload: service and feeder links)

· 25.76ms(600km)

· 41.75ms(1200km)

Scenario D: (regenerative payload: service link only)

· 12.88ms(600km)

· 20.87ms(1200km)

	Max delay variation within a beam (earth fixed user equipment)
	16ms
	4.44ms (600km)

6.44ms (1200km)

	Max differential delay within a beam
	1.6 ms
	0.65 ms (600km and 1200km)

	Max Doppler shift (earth fixed user equipment)
	0.93 ppm
	24 ppm (600km)

21ppm(1200km) 

	Max Doppler shift variation (earth fixed user equipment)
	0.000 045 ppm/s 
	0.27ppm/s (600km)

0.13ppm/s(1200km)

	User equipment motion on the earth
	1000 km/h (e.g. aircraft)
	500 km/h (e.g. high speed train)

Possibly 1000 km/h (e.g. aircraft)

	User equipment antenna types
	Omnidirectional antenna (linear polarisation), assuming 0 dBi

Directive antenna (up to 60 cm equivalent aperture diameter in circular polarisation)

	User equipment Tx power
	Omnidirectional antenna: UE power class 3 with up to 200 mW

Directive antenna: up to 4 W

	User equipment Noise figure
	Omnidirectional antenna: 7 dB

Directive antenna: 1.2 dB

	Service link
	3GPP defined New Radio

	Feeder link
	3GPP or non-3GPP defined Radio interface
	3GPP or non-3GPP defined Radio interface


NOTE 1:
Each satellite has the capability to steer beams towards fixed points on earth using beamforming techniques. This is applicable for a period of time corresponding to the visibility time of the satellite
NOTE 2:
Max delay variation within a beam (earth fixed user equipment) is calculated based on Min Elevation angle for both gateway and user equipment

NOTE 3:
Max differential delay within a beam is calculated based on Max beam foot print diameter at nadir

5
NTN-based NG-RAN Architectures 
Editor’s note: includes the description of NG-RAN reference architectures supporting the NTN scenarios defined in Clause 4 of this document: Transparent-satellite based NG-RAN architecture, Regenerative-satellite based NG-RAN architecture with gNB on board, Regenerative-satellite based NG-RAN architecture with gNB-DU on board.
Editor’s note: The study should minimize the need to define new interfaces and protocols in the NG-RAN.

5.1
Transparent satellite based NG-RAN architecture (FFS)

5.1.1
Overview

The satellite payload implements frequency conversion and a Radio Frequency amplifier in both up link and down link direction. It corresponds to an analogue RF repeater. 

Hence the satellite repeats the NR-Uu radio interface from the feeder link (between the NTN gateway and the satellite) to the service link (between the satellite and the UE) and vice versa.

The Satellite Radio Interface (SRI) on the feeder link is the NR-Uu. In other words, the satellite does not terminate NR-Uu.
The NTN GW supports all necessary functions to forward the signal of NR-Uu interface.
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Figure 5.2-1: Networking-RAN architecture with transparent satellite

Note: Whilst several gNBs may access a single satellite payload, the description has been simplified to a unique gNB accessing the satellite payload, without loss of generality.

5.1.2
Detailed description of the architecture (FFS)

The architecture of a transparent-satellite based NG-RAN is depicted in the following figure. The mapping to QoS flows is also highlighted.
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Figure 5.2-2: Transparent-satellite based NG-RAN with mapping to QoS flows (FFS)
UE has access to the 5G system via a 3GPP NR based radio interface.

The UE user plane protocol stack for a PDU session is described hereafter.
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Figure 5.2-3: UE User plane Protocol stack for a PDU session (Transparent satellite)
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The NAS and the PDU layer for the UE are transported towards the 5GC. This is applicable for both directions.

The UE control plane protocol stack for a PDU session is described hereafter.
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Figure 5.2-4: UE Control plane Protocol stack for a PDU session (Transparent satellite)
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The NAS (NAS-SM and NAS-MM) signaling for the UE and the NG-AP signaling for the gNB are transported towards the 5GC. This is applicable for both directions.

5.1.3
NG-RAN impacts

FFS

5.2
Regenerative satellite based NG-RAN architectures (FFS)

5.2.1
gNB processed payload

5.2.1.1
Overview

The NG-RAN logical architecture as described in TS 38.401 is used as baseline for NTN scenarios. 

The satellite payload implements regeneration of the signals received from Earth.

· NR-Uu radio interface on the service link between the UE and the satellite

· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite.

SRI (Satellite Radio Interface) is a transport link between NTN GW and satellite.
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Figure 5.3-1: Regenerative satellite without ISL, gNB processed payload
Note: The satellite may embark additional traffic routing functions, that are out of RAN scope. (FFS)
The satellite payload also provides Inter-Satellite Links (ISL) between satellites
ISL (Inter-Satellite Links) is a transport link between satellites. ISL may be a radio interface or an optical interface that may be 3GPP or non 3GPP defined but this is out of the study item scope.
The NTN GW is a Transport Network Layer node, and supports all necessary transport protocols.
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Figure 5.3-2: Regenerative satellite with ISL, gNB processed payload (FFS)
The figure above illustrates that UE served by a gNB on board a satellite could access the 5GCN via ISL.
5.2.1.2
Detailed description of the architecture (FFS)

The architecture of a regenerative-satellite based NG-RAN is depicted on the following figure. The mapping to QoS flows is also highlighted.
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Figure 5.3-3: Regenerative satellite based NG-RAN architecture (gNB on board) with QoS flows (FFS)
The UE user plane protocol stack for a PDU session is described hereafter.
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Figure 5.3-4: NG-RAN protocol architecture for regenerative satellite (gNB on board): User Plane

The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and NTN-Gateway.

The User PDUs are transported over GTP-U tunnels, as usual, between the 5GC and the on-board gNB, but via the NTN Gateway.

The UE control plane protocol stack for a PDU session is described hereafter.
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Figure 5.3-5: NG-RAN protocol architecture for regenerative satellite (gNB on board): Control Plane

The NG-AP is transported over SCTP, between the 5GC and the on board gNB, as usual, but via the NTN Gateway.

The NAS protocol is also transported by the NG-AP protocol, between the 5GC and the on board gNB, via the NTN Gateway.

5.2.1.3
NG-RAN impacts

NG Application Protocol timers may have to be extended to cope with the long delay of the feeder link.

In the context of a LEO scenario with ISL, the delay to be considered shall encompass at least the feeder link (SRI) and one or several ISL (FFS)
5.3.2
gNB-DU processed payload

5.3.2.1
Overview

The NG-RAN logical architecture with CU/DU split as described in TS 38.401 is used as baseline for NTN scenarios. 

The satellite payload implements regeneration of the signals received from Earth.

· NR-Uu radio interface on the service link between the satellite and the UE 

· Satellite Radio Interface (SRI) on the feeder link between the NTN gateway and the satellite. The SRI transports the F1 protocol.

The satellite payload also provides inter-satellite links between satellites.

SRI (Satellite Radio Interface) are transport links; the logical interface F1 that they transport are 3GPP-specified.

The NTN GW is a Transport Network Layer node, and supports all necessary transport protocols.
DU on board different satellites may be connected to the same CU on ground.

If the satellite hosts more than one DU, the same SRI will transport all the corresponding F1 interface instances.
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Figure 5.3-6: NG-RAN with a regenerative satellite based on gNB-DU

5.3.2.2
Detailed description of the architecture

The architecture of a regenerative-satellite based NG-RAN is depicted on the following figures. The mapping to QoS flows is also highlighted.

The PDCP PDUs (Protocol Data Units) are transported by the SRI protocols stack.
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Figure 5.3-7: Regenerative satellite based NG-RAN architecture (gNB-DU on board) with QoS flows (FFS)

The UE user plane protocol stack for a PDU session is described hereafter.
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Figure 5.3-8: NG-RAN protocol architecture for regenerative satellite (gNB-DU on board): User Plane (FFS)
The Protocol stack of the Satellite Radio Interface (SRI) is used to transport the UE user plane between satellite and NTN-Gateway.

The User PDUs are transported over GTP-U tunnels between the 5GC and the gNB-CU.
The User PDUs are transported over GTP-U tunnels between the gNB-CU and the on board gNB-DU via the NTN Gateway.

The UE control plane protocol stack for a PDU session is described hereafter
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Figure 5.3-9: NG-RAN protocol architecture for regenerative satellite (gNB-DU on board): Control Plane

The NG-AP PDUs are transported over SCTP between the 5GC and the gNB-CU.

The RRC PDUs are transported over PDCP over the F1-C protocols stack between the gNB-CU and the on board gNB-DU, via the NTN Gateway. The F1-C PDUs are transported over SCTP over IP. IP packets are transported over SRI protocols stack, at the SRI and over any L2/L1 layers at gNB-CU – NTN Gateway interface.

The NAS protocols (NAS-MM, NAS-SM) are also transported by the NG-AP protocol, between the 5GC, gNB-CU and the on board gNB-DU, via the NTN Gateway.

5.3.2.3
NG-RAN impacts (FFS)

RRC is terminated in the CU, and is subject to extremely strict timing constraints.

This may preclude the applicability of this architecture to GEO (Geostationary Earth Orbit) satellites.

Its use for LEO (Low Earth Orbit) systems may impact current F1 design.

5.3.3
gNB processed payload based on relay-like architectures (Optional) (FFS)
5.3.3.1
Overview (FFS)

How to apply the Integrated Access and Backhaul (IAB) proposed architecture configuration resulting from the IAB SI reflected in the 3GPP TR 38.874 document [4] is for further study.

5.3.3.2
Detailed description of the architecture

FFS

5.3.3.3
NG-RAN impacts

FFS

5.4
Multi connectivity involving NTN-based NG-RAN (FFS)

5.4.1
Overview
This clause discusses multi connectivity [5], either for transparent or regenerative NTN-based NG-RAN, and in combination or not with terrestrial-based NG-RAN (NR or EUTRA).
This may apply to transparent satellites as well as regenerative satellites with gNB or gNB-DU function on board.
A number of service scenarios as described in TS 22.261 (e.g. user in residential homes, in vehicles, in high speed trains or on board airplanes), would benefit from the combination of terrestrial and non-terrestrial access to meet the targeted service performances.

In underserved areas, the bandwidth provided by a terrestrial based access (e.g. LTE) may be limited at cell edge. Adding a NTN based NG-RAN will enable to achieve the targeted experience data rate.

Under some scenarios such as high speed trains, the service area may not be fully homogeneous along the rail track and multi connectivity involving NTN-based NG-RAN would enable to provide the targeted reliability.
Hence a UE may be connected and served simultaneously by at least:
· One NTN-based NG-RAN and one terrestrial-based access (NR or EUTRA)

· One NTN-based NG-RAN and another NTN-based NG-RAN

As for terrestrial access, connectivity combining can occur for either the uplink or the downlink or both.

In case of multi Connectivity involving regenerative NTN-based NG-RAN with on board gNB, setting up and maintaining Xn interfaces toward terrestrial gNBs over the feeder link would require all the corresponding traffic (CP and UP) to be transported over the SRI relevant to the satellite-hosted gNB. This may be a challenge.

It should be verified whether it is feasible to transport Xn over the SRI of the feeder link, taking also into consideration potential impacts of on board gNBs mobility.

The same gNB could serve NR cells via the terrestrial access network and via the satellite access network (e.g. with transparent payload on board the satellite).
Benefits of multi-connectivity in NTNs are FFS.
6
Radio Layer 1 issues and related solutions
Editor’s note: to be drafted by RAN1
7
Radio protocol issues and related solutions
Editor’s note: to be drafted by RAN2

7.1
Requirements and key issues 

7.1.1 
Delay
In order to reduce the standardization work, the table here below identifies the worst case NTN scenarios to be considered for the delay constraint.

Table 8.1-1: NTN scenarios versus delay constraints, Source [2]
	NTN scenarios
	A
	B
	C1
	C2
	D1
	D2

	
	GEO transparent payload
	GEO regenerative payload
	LEO transparent payload
	LEO regenerative payload

	Satellite altitude
	35 786 km
	600 km

	Relative speed of Satellite wrt earth
	negligible
	7.56 km per second

	Min elevation for both feeder and service links
	10° for service link and 5° for feeder

	Typical Min / Max NTN beam foot print diameter (note 1) 
	100 km / 1000 km
	50 km / 500 km

	Maximum Round Trip Delay on the radio interface between the gNB and the UE
	541.14 ms (Worst case)
	271.57 ms
	25.76 ms
	12.88 ms

	Minimum Round Trip Delay on the radio interface between the gNB and the UE
	477.14 ms
	238.57 ms
	8 ms
	4 ms

	Maximum Delay variation as seen by the UE
(note 2)
	Negligible
	Up to +/- 40 µs/sec (Worst case)
	Up to +/- 20 µs/sec

	Maximum delay difference within a NTN beam as seen by the UE
(note 3)
	16 ms (Worst case)
	4.44 ms

	Max rate of hand-over (FFS)
	
	
	
	
	
	

	NOTE 1: The beam foot print diameter are indicative. The diameter depends on the orbit, earth latitude, antenna design and radio resource management strategy in a given system.
NOTE 2: The delay variation measures how fast the round trip delay (function of UE-satellite-NTN gateway distance) varies over time when the satellite moves towards/away from the UE. It is expressed in µs/s and is negligible for GEO scenario

NOTE 3: The delay difference compares the delay (function of UE-satellite-NTN gateway distance) experienced by two different UEs served by the same beam at a given time


When several non-terrestrial network scenarios feature a maximum in terms of delay constraints, it is sufficient to study only one of these scenarios.

· NTN Scenario based on GEO with transparent payload for RTD and delay difference constraints

· NTN Scenario based on LEO with transparent payload and moving beams for the delay variation related constraint

As per the duplex mode:

· Down-prioritize TDD in this study item
· There is no TDD-specific timing requirements and solutions on layer 2 due to propagation delay.

7.2 

User plane enhancements 

7.2.1 
MAC

Editor’s note: RAN2 will study impacts and possible enhancements to the following MAC functions including DRX, HARQ, Random Access procedure
Editor’s note: Discussion on 2-step RACH will be postponed until the procedures are more stable
Editor’s note: Both options (enhancing HARQ and disabling HARQ) will be studied
7.2.2 
RLC

Editor’s note: RAN2 will study impacts and possible enhancements at least to RLC reordering (e.g. timers and SN space)

Editor’s note: All RLC modes are supported.  

Editor’s note: Study the need to extend the RLC/PDCP SN and window sizes based on throughput requirements.
7.2.3 
PDCP

Editor’s note: RAN2 will study impacts and possible enhancements at least to PDCP reordering (e.g. timers and SN space)

7.2.4

SDAP

The SDAP layer is responsible for the mapping between QoS flows and DRBs [9]. It is not affected by the large round trip delays (RTD) occurring in NTN. There are no modifications needed in the SDAP layer to support non-terrestrial networks.
7.3 
Control plane enhancements


Editor’s note: RAN2 will study impacts and possible enhancements to Mobility (cell reselection), TA management and update

Satellite beams or satellites  are not considered to be visible from UE perspective in NTN.  This does not preclude differentiating at the PLMN level the type of network (e.g. NTN vs. terrestrial).   

Note: Rel-15 definitions are considered as a baseline for NTN

[image: image25]
Figure 7.3.1-1: Options for PCI and SSB mapping into satellite beams

Both options a) same PCI for several satellite beams and b) one PCI per satellite beam, can be considered in NTN with one or multiple SSBs per SSBurst (PCI).

The association between satellite beams and NR SSBs is left for implementation (i.e. it will not be specified)

Two different type of UE categories are considered in this study: 1) with GNSS support, 2) without GNSS support

As per tracking area:

· For GEO, the current tracking area management is assumed as a baseline

· For LEO with moving beams study fixed and moving tracking area solutions
7.3.1 
Idle mode mobility enhancements
7.3.2 
Connected mode mobility enhancements
Editor’s note: RAN2 will study impacts and possible enhancements to Mobility (hand-over)
7.3.3 
Paging issue
Editor’s note: RAN2 will study impacts and possible enhancements to TA management and update and report to RAN3
7.3.4 
Radio Link Monitoring

7.3.5 
TBD

Editor’s note, section can be added based on enhancements identified to be studied

8

Issues and related solutions for NG-RAN architecture and interface protocols
Editor’s note: to be drafted by RAN3
- For each deployment scenario, recall the possible architectures and discuss the related issues and solutions
- The study may consider only the most critical scenarios for a given RAN feature or constraint (e.g. for Delay, it is sufficient to address the worst case scenario which GEO transparent).

8.1
Tracking area management (FFS)
The concept of Registration and Tracking areas pertains in the context of Non-Terrestrial networks, and is similar to NR based cellular system in following aspects:

· a tracking area corresponds to a fixed geographical area.

· tracking areas (TA) is utilized for UE access control, location registration, paging and mobility management.

· a registration area encompasses one or several tracking areas.

The objective is to track the UE, in order to minimize the use of radio resources for paging.

· For scenarios A, B, C1 and D1, the NTN cells are fixed on the ground. Hence a tracking area may correspond to one or several NTN cells. The 3GPP-defined tracking area management and paging procedures can apply as is. In case of C1 and D1, the LEO satellites generate beams with temporary Earth fixed footprints. In other words, the beam footprints are stationary over a given NTN cell on ground for a certain amount of time before they change their focus area over another NTN cell. It is possible the assign each NTN cell to a tracking area. This requires the satellite to change the broadcasted tracking area code between two successive NTN cell covered.
· For scenarios C2 and D2, the NTN cells move on the ground as the satellites move on their orbital planes. This requires some adaptations to the TA management and paging procedure.

Note: For scenarios C1, the TA list and paging messages could be sent by the same gNB to the NTN cell via all satellites covering this NTN cell.

Note: For scenarios D1, the TA list and paging messages could be sent by the gNB on board all satellites covering this NTN cell.

Hence we shall focus the study on scenario C2 and D2 for the idle/inactive mode mobility.

It is worth noting that, as long as the TA is always uniquely coupled with the relevant cell(s), it may still be possible to apply legacy core network procedures (e.g. paging) even to a moving TA. In such case, however, it seems beneficial to differentiate such a TA from a fixed / “non-NTN” TA. In principle, this could be done by reserving a range of identifier(s) for TAs associated with NTN moving cells. However, this might restrict the possible TA address space and might not be desirable from the operator’s point of view.

Another alternative would be to extend the TAC IE signaled over NGAP and XnAP with a TA Type IE, defined as e.g. ENUMERATED(NTN, NTN with moving cells, ...) so that the receiving node can identify that the cells associated with this TA are related to a NTN, and/or are not stationary with respect to the ground. Alternatively, this indication may be at cell level or gNB level. 

The non-terrestrial and terrestrial networks could be assigned either same or different PLMNs.

· In case of two different PLMNs for terrestrial and non-terrestrial networks, both tracking area layouts can be independently defined preventing overlaps between tracking areas of a given layout. This would be in line with the current definition of TAs.
· In case of a shared PLMN, there might be a problem due to the overlapping of tracking areas, which requires further study.
The main idea is to decouple the TA management from the NTN cell pattern. In that case, registration and tracking areas are arbitrary geographical areas defined by the operator. (FFS)
It is assumed that not all UEs are capable of positioning.
8.2
Connected mode mobility (FFS)

There are different types of hand-overs in Non-Terrestrial networks:
· Intra-satellite hand-over (between cells served by same satellite)

· Inter-satellite hand-over (between cells served by different satellite)

· Inter-access hand-over (between cellular and satellite access)

There can be some variants depending on whether the satellite is transparent or regenerative (gNB or partial gNB on board the satellite)

The table identifies the applicable NG-RAN hand-over procedures for each of the NTN hand-over scenarios.

Table 8.2-1: NG-RAN procedures versus NTN hand-over scenarios
Editors note: Table may be merged into the table below in 8.7.7, FFS

	NTN Hand-over scenarios
	Transparent satellite
	Regenerative satellite (gNB on board)
	Regenerative satellite (gNB-DU on board)

	Intra satellite hand-over
	Intra-gNB handover procedure
	intra gNB hand-over procedure
	Intra-gNB-CU Mobility/Intra-gNB-DU handover (See §8.2.1.2 in TS 38.401)

	Inter satellite hand-over
	Inter-gNB handover procedure (See §9.2.3 in TR 38.300)
	inter gNB hand-over procedure (See §9.2.3 in TR 38.300)
	Intra-gNB-CU Mobility/ Inter-gNB-DU Mobility (See §8.2.1.1 in TS 38.401)

	Inter access hand-over
	
	Inter AMF/UPF hand-over procedure (out of RAN scope)
	Inter AMF/UPF hand-over procedure (out of RAN scope)


In each case, the relevant mobility procedures may require some adaptations to accommodate  the extended latency of satellite access.


An inter-access hand-over (between cellular and satellite access) is considered by utilizing an inter gNB procedure via the 5GCN (e.g. for Satellite with on board processed payload) or via the Xn (e.g. for satellite with transparent payload).
It is assumed that not all UEs are capable of positioning.

8.3
Registration Update Paging Handling
In Non-Terrestrial non-GEO Network, the satellites moves across the geographical area of interest, its antenna beams will cover different portions of that area. In a NTN beam foot print moving on earth, there is a fixed association between the non-GEO NTN beam and TAI, as in the terrestrial RAN, there is no one-to-one correspondence between moving NTN beams and geo-area on Earth, i.e., the TAIs broadcasted by the Non-GEO satellite will sweep over Earth. A stationary UE will see different NTN beams/TAC over the time. With current Registration Update procedure, the stationary UE has to keep performing Registration Updates upon the change of NTN beam. This brings a challenge to current Registration Update and Paging. In the following, we study possible solutions based on whether the UE can determine its location or not.

8.3.1
Option 1: UE is capable to determine its location
In the following it is assumed that the UE has the capability to determine its location (e.g. by GNSS). In this case the satellite can page the UE based on UE’s location information.
8.3.2
Option 2: UE is not capable to determine its location
In the following, it is assumed that the UE has no capability to determine its location.
8.3.2.1
Solution 1: Timing window based Registration update and paging

This solution assumes moving identifiers on ground.
The satellite can page the UE based on RA.

The following is one possible solution (details are FFS).
In this option, the Tracking Area is associated with the timing information for how long it is valid related to a geo-area. For example, a geo-area will be served by NTN beam#1 with TAC#1 during 10:01 – 10:10, NTN beam#2 with TAC#2 during 10:11 – 10:20, etc. an example call flow is shown as below:
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Figure 8.3.2-1: UE Registration procedure (example)
· Step 1: at 10:05, UE initiates Registration procedure. The REGISTRATION REQUEST message is sent to AMF. Just like normal initial access, the CU provides the TAC#1 to AMF with current NGAP procedure. 

· Step 2: AMF replies with REGISTRATION ACCEPT message. The AMF determines the UE’s location will be covered by TAC#1 during 10:01-10:10, TAC#2 during 10:11-10:20, etc. The determination is based on 

· the ephemeris information of the satellites, i.e. the information as to which NTN beam covers a specific location.

· The location of the UE, in terms of TAC/NTN beam ID of UE’s current or last 3GPP access. The UE may include its location information in the NAS REGISTRATION REQUEST message, or other NAS message. 

The determination may be performed by querying a database. 

The REGISTRATION ACCEPT message includes enhanced Registration Area information, consisting of a list of TAIs with timing information (in this example, AMF would like the UE to initiate a Registration Update 10-min later)

+ TAC#1 with (10:05 – 10:10)

+ TAC#2 with (10:11 – 10:15)

Later, UE enters RRC_IDLE. 

Case 0: UE did not move during 10:05 – 10:11

· At 10:11, NTN beam#1 moved out of the UE’s area. The UE’s area is now covered by NTN beam#2 with TAC#2. The UE detected the TAC of the serving cell is changed to TAC#2. UE checks the TAC#2 against the enhanced Registration Area received in Step 2 (see Figure X). TAC#2 is in the Registration Area assigned by the AMF in the REGISTRATION ACCEPT message (Step 2), and the timing information match (i.e. TAC#2 only for 10:11-10:15), this means the UE is still in the Registration Area, thus no need to perform Registration Update. 

NOTE: This reuses the current Registration Update trigger. 

Case 1: at 10:12, the UE is paged. 

· Step 3 (see Figure X): at 10:12, a DL data is received for the UE. AMF determines the target tracking area based on the UE’s last location (i.e. TAC#1 at 10:05), and the Tracking area information for this area (i.e. TAC#1 during 10:01-10:10, and TAC#2 during 10:11-10:20). In this example, AMF knows the UE’s last location and will be served by NTN beam#2 with TAC#2 during 10:11-10:20. AMF sends the Paging message with TAC#2 to the NG-RAN. 

Normal Service Request procedure is performed. 

Case 2: at 10:13, the UE move out of the Registration Area

· Step 4 (see Figure X): at 10:13, the UE detects current NTN beam broadcasting TAC#1. Even TAC#1 is in the Registration Area assigned by the AMF in the REGISTRATION ACCEPT message (Step 2), but the timing information does not match (i.e. TAC#1 only for 10:01-10:10, but not for 10:13), this means the UE is moving out of current Registration Area. So the UE initiates a Registration Update procedure. 

Advantage for this option is:

· Reuse current Registration Update trigger, i.e. TS23.501, “perform Mobility Registration Update procedure if the current TAIs of the serving cell (see TS 37.340 [31]) is not in the list of TAIs that the UE has received from the network;”

· Reuse current TAC broadcast mechanism, i.e. NTN beam always broadcasts the same TAC.

· Less changes to RAN and CN.

8.3.2.2
Solution 2: UE assisted TA list report/registration and paging
This solution assumes stationary identifiers on ground.

The satellite pages the UE based on RA, i.e. TAI list.

The following is one potential solution. (Details are FFS)
In this option, the TAI is broadcast in system information in NTN cell based on fixed TA planning area on ground:

Step 1: Setup a fixed TA map on the Earth’s surface.
Step 2: Dynamically update the broadcast TAI according to the satellite’s position.

Step 3: UE monitors and reports list of received broadcast TAIs for registration procedure.
Step 4: During the registration procedure, AMF provides a TAI list to the UE, which defines the UE-specific registration area used for paging.
Step 5: UE measures and records the observed TAI list of the best cells with respect to time.
Step 6: UE compares the TAI list assigned by AMF with the observed TAI from Step 5 and determines whether it is still within the registration area or not (details FFS).
Step 7: If UE concludes that it has left the registration area, it initiates the Registration Update procedure and reports the observed TAI list to AMF by which AMF may assign a new UE-specific TAI list. The determination of the observed TAI list in UE including adding or deleting a TAI is FFS.
8.3.2.3
Solution 3: Multi-Tracking Area ID based Registration update and paging
Instead of broadcasting a single TAI, the satellite could broadcast a list of TAIs of covered TAs, in order to allow for TAs to be a subset of the satellite beam coverage area. The satellite could then adopt the list of TAIs with respect to its beam coverage area. In case of transparent satellites, the gNB on the ground may be preconfigured with the list of TAIs to be used. In case of regenerative satellites, the network node on the satellite may be preconfigured with the list of TAIs to be used, for example by using validity time window information for each TAI list entry in a similar manner as described in 8.3.2.1. 

The advantage of this approach is that the Tracking Area (TA) definition as non-overlapping areas on the ground is still valid and the current paging mechanisms can be reused.

Figure 8.3.2-X shows an example with countries that are equivalent to tracking areas. Four TAs are defined: TA1: Germany, TA2: Austria, TA3: Switzerland and TA4 Liechtenstein (Note that it is also possible to define multiple TAs per country). Three satellites (red, green and blue) are covering parts of the area shown as red beam, green beam and blue beam. In the top figure the red satellite broadcasts three TAIs, i.e. TAI2, TAI3 and TAI4 as its beam footprint is covering TA2, TA3, and TA4. Similarly, the green satellite broadcasts TAI1 and TAI3, while the blue satellite broadcasts TAI1, TAI2, TAI3 and TAI4. The bottom figure shows the same TAs, while the satellites and their respective coverage areas moved. Hence, the list of broadcasted TAIs for the red and green satellites changed, but stayed the same for the blue satellite.

In the example, a UE located in Austria (TAI2), would be paged within both blue and red satellite beams according to the upper figure. According to the lower figure, it would be paged within both blue and green satellite beams.
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Figure 8.3.2-3: Illustration of the solution using country areas as exemplary tracking areas (two exemplary time instances are shown from top to bottom).
8.4
Transport aspects (FFS)
In the transparent case, a NTN GW connects directly to one or several satellites via SRI. In the regenerative case, a NTN GW can directly connect to one or several satellites via SRI, or indirectly connect to one or several NTN GW via ISL. Hence the NG protocol is transported over SRI, and may also be transported over ISL.

A gNB is connected to the 5GCN. The transport of this logical interface can be realized over SRI and possibly over ISL.
The satellite may embark additional transport routing functions that are out of RAN scope.
SRI transports 3GPP-RAN specified protocols i.e., transmits the NG interface signaling packets.

ISL can transport:

· Xn interface signaling packets and enable coordination between gNBs on board adjacent satellites, and especially to support UE mobility, from a source gNB to a target gNB. (FFS)

· data packets, in case traffic functions are hosted on board the satellites. (FFS)

· NG interface signaling packets

8.4.1 Characteristics of transport links in NTN
8.4.1.1 Characteristics of SRI on the feeder link
Transport over SRI may be subject to the following constraints:


1. Much longer propagation delay with respect to terrestrial transport links – the typical length for an Earth-satellite link can go from a few thousands of km (LEO scenario) to several tens of thousands of km (GEO scenario) . Hence the one way delay over the SRI ranges from 6 ms (LEO at 600 km and 10° elevation) to ~136 ms (GEO at 35788 km and 10° elevation);

2. Possibly higher outage probability with respect to terrestrial transport links when the SRI operates at mm-wave, which is heavily impacted by atmospheric propagation impairments (e.g. rain attenuation) . However this is mitigated through Uplink power control, Adaptive Coding and Modulation and/or space diversity schemes. Typically a feeder link is dimensioned to provide availability up to 99.999% with site diversity.;

3. The SRI may become unavailable 
· due to atmospheric attenuation when SRI operates at mm-wave

· when when the satellite disappears below the horizon in LEO constellation

Therefore mobility management is typically activated to ensure a seamless service continuity and 0 ms interruption time, as described in Section 8.4.1.3.

8.4.1.2 Characteristics of Inter Satellite link

In the LEO case, the one-way ISL propagation delay is constellation specific. Values around 10ms may be considered as typical.
Inter Satellite Links in LEO constellations typical feature an availability probability of 99.999%

8.4.2 Transporting F1 Over the SRI

According to the definitions given in TS 38.401 [x], the CU hosts the RRC, SDAP and PDCP protocols, and the DU hosts RLC, MAC and PHY layers; the CU controls the operation of one or more DUs. When F1 is transported over the SRI, the above functionality may be subject to the following constraints as described in 8.x1.
Long propagation delay might be addressed by setting appropriate timers (up to implementation) so that operation in the various protocol layers is not disrupted by the NTN use case. However, the fact that RRC is terminated in the CU poses an additional criticality: if the CU is on the ground, the roundtrip time for a single RRC message between the UE and the CU corresponds to twice the Earth-satellite link (the RRC message travels through Uu over the NR air interface and then, transported over F1, through the SRI). Regardless of whether current NR RRC can withstand this additional constraint, this might put any NTN architecture based on CU-DU split (described in Sec. 5.3.2) at a disadvantage with respect to all others in terms of RRC latency.

The impact of outage probability might be analysed by comparing the typical maximum outage duration for an Earth-satellite link at mm-wave frequency band with the time it takes for a CU to declare a UE “lost” and start removing the context (typically less than a minute). In case of an SRI outage, this will negatively impact the CU operation.

In addition, the fact that there are two Earth-satellite paths involved between the CU and the UE, may also negatively impacts all CU-DU-split-based architecture options with respects to all others also in terms of outage: the outage probability of these architectures depends on the combined outage probability on both links. This will depend on the performance of the SRI .

Using multiple Earth-satellite links to transport the same F1 interface by exploiting SCTP multi-homing, or multiple SCTP associations between CU and DU, might possibly mitigate the SRI unavailability due to outage or gateway switching at the cost of additional latency. This would be a trade-off between link outage de-correlation and added latency: the further apart the Earth stations are, the more the link outages would de-correlate, thereby decreasing the combined link outage, but the total distance to the CU (hence the F1 latency) would increase, thereby increasing latency.

8.4.3 Applicability of Xn to NTNs

8.4.3.1 List of Current Xn Functions

Editor’s note: We will refer to the list of Xn-C and Xn-U functions currently defined in TS 38.420 [xx], and we will analyse these for the cases of inter-satellite Xn and satellite-Earth Xn.

8.4.3.2 Inter-Satellite Xn

UE mobility management for inter-satellite Xn seems beneficial, of course under the assumption that both satellite-gNBs connect to the same AMF pool. Purely from an architecture point of view, NR-NR DC is not precluded (with one satellite acting as Master and the other as Secondary), although further analysis would be needed (e.g. on RRC aspects, out of RAN3 scope) before concluding that NR-NR DC is supported. Energy saving is also not precluded purely from an architecture point of view, although in this case there seems to be some benefit, with one satellite notifying another of cell activation/deactivation as part of e.g. constellation reconfiguration.

Xn-U functions are applicable to mobility and DC, so the same considerations apply.

From the above it descends that inter-satellite Xn seems beneficial, although further analysis may be needed to assess the feasibility of NR-NR DC in such a scenario.

8.4.3.3 On ground NTN-terrestrial Xn
This would support Xn-based UE mobility and NR-NR DC features between on ground NTN gNB and a terrestrial gNB, requires that both types of gNB connects to the same AMF pool. 

Another feature is the support of Earth-satellite cell activation/deactivation notification over Xn. For example, a terrestrial gNB may notify a satellite covering the same area that it is switching off one or more of its cells, and the satellite may decide to “take over” the corresponding coverage area, and vice versa.

However the benefits of these features is FFS.

8.4.3.4 Transporting Xn over SRI
Transporting Xn over an Earth-satellite link between on board NTN gNB and terrestrial gNB has challenges. 

For example, in a LEO scenario, when a satellite moves below the horizon, all its Xn interfaces to terrestrial gNBs will become unavailable, and this may trigger subsequent actions at application protocol and/or SCTP level in the relevant terrestrial gNBs. The opposite will happen when the satellite appears at the horizon: Xn setups may be triggered to some terrestrial gNBs. This creates a technical issue, as it will lead to CP signalling surges corresponding to changes in visibility of the LEO satellites.

Furthermore depending on the outage performance of the SRI, Xn may become unavailable for some periods of time. This may trigger interface re-establishment toward all corresponding terrestrial gNBs, generating CP signalling surges at every outage event. This would happen for all Xn interface terminated in the on board NTN -gNB impacted by the outage event.

Therefore the benefit of this configuration is FFS.
8.5. Network Identities Handling

8.5.1 General

One of the most basic assumptions in the design of terrestrial radio access networks is that the RAN is stationary, and the UE moves. All network design choices, from physical layer parameters to network identities, have been specified with the above assumption in mind. When studying NTNs, however, the RAN is not necessarily stationary any more, depending on the type of satellite system (e.g. GEO vs. non-GEO). Examples of geometrical coverages of a satellite are given in [TR 22.822 Rel-16].

8.5.2
GEO based NTN (Scenario A and B)

Geostationary satellites are closer to the case of terrestrial RAN since they do not move with respect to their geographical coverage area. As far as network identities are concerned (e.g. gNB IDs, cell IDs, TAC, etc.), they do not seem to pose any additional issues with respect to the case of terrestrial RAN.

8.5.3
Non-GEO based NTN (Scenario C and D)

Non-GEO satellites (LEO, MEO and HEO), on the other hand, may provide additional challenges, because their coverage may move due to their orbital movement. One of the consequences, for example, is that mobility actions by the network will result from the combination of satellite movement and UE movement.

As the satellite moves across the geographical area of interest, its satellite beams will cover different portions of that area. The following scenarios could be envisaged for associating logical network identifiers to physical satellite beams:

1. The association between physical satellite beams and logical cells is continuously reconfigured so that the same gNB ID, cell ID and TAC are always associated to the same geographical area (“Stationary identifiers on ground”);

2. The association between physical satellite beams and logical cells is fixed, so that the gNB ID, cell ID and TAC follow the satellite beam(s) and “sweep” across the coverage area (“Moving identifiers on ground”).

Notice that in both cases the required configuration is internal to the gNB (satellite system) serving the concerned cells.

In both cases, once the satellite moves out of coverage (e.g. below the horizon), the corresponding cell network identifier(s) will become unavailable in the coverage area. This may trigger multiple NG and/or Xn setup or configuration update procedures toward the rest of the RAN. This may be critical when comparing the different architecture options. Ephemeris information could assist decisions to trigger interface setup and/or configuration updates. 

8.5.3.1 Stationary Identifiers on ground

A stationary UE on the ground will always be covered by the same cell identifiers in the same position (similarly to the terrestrial network scenario). This is only possible for earth-fixed beams. Depending on how closely the granularity of the satellite beams enables to contour the desired coverage area, there could be slight variations in coverage. However, apart from the frequent NG and/or Xn setup or configuration update, it seems there would be no other impact. 
8.5.3.2 Moving Identifiers on ground

A stationary UE on the ground will be covered by different cell identifiers in the same position, according to the satellite motion.  The moving satellite is likely to provide multiple cells, which will all move together; therefore, their respective neighbor relations will remain unchanged with respect to the satellite motion. However relative position between satellites may vary so that PCI confusion is possible. If the same frequency is used by the NTN and Terrestrial Network at a given location, then this may cause PCI confusion as well.

8.5.3.3 Possible Implications on Neighbor Relationships

One aspect to further consider is what happens with respect to fixed (e.g. terrestrial) RAN nodes: in principle, the neighbor relation between two cells belonging to respectively a fixed RAN and a moving RAN or to two different moving RAN keeps changing reusing current mechanisms such as e.g. ANR between a fixed RAN and a moving RAN.
8.5.3.4 Possible PCI Conflicts

Moving cells can create PCI conflicts, namely PCI collisions (when two cells with the same PCI become direct neighbors) and PCI confusion (when two cells with same PCI become neighbors of one cell). The result of those PCI conflicts can be radio link failures (PCI collision) or handover failures (PCI confusion). Unfortunately, it is not always possible to detect that the root cause of those failures were a PCI problem, and not another mobility problem. PCI problems can be avoided by two principle methods

· If there are less cells than PCIs, then we can certainly assign unique PCIs. Similarly, if we can partition the cells into groups, where we can guarantee that groups are sufficiently spatially separated, we can partition the PCIs appropriately and assign unique PCIs within the groups.

· In case it is difficult to assign unique PCIs within the groups, it may require to regularly verify whether the PCI allocation is still appropriate and re-plan PCIs otherwise. For NTN architecture with gNB-CU on ground, the Xn interface can help the gNB-CU to detect the PCI collision and the PCI confusion. For NTN architecture option with gNB on satellite, the Xn over ISL is needed for satellite gNB to detect the PCI collision and the PCU confusion.

In some scenarios, the NTN cell may need to change PCI. For example, in case a gNB-CU change with gNB-DU on satellite, the NTN cell may have to change PCI in order to force a handover procedure, which is used to reconfigure the UE with new parameters generated by the new gNB-CU. In these scenarios, a NTN cell may need to be preconfigured with multiple PCIs, i.e. to be used with different gNB-CUs.  Alternatively, the gNB-CU may reconfigure the new PCI.

Existing Xn interface and F1 interface can be reused for distributed PCI selection and PCI reconfiguration.
8.6
User Location

A non-terrestrial network may provides global, or multi-country coverage. This imposes new challenges as compared to the terrestrial networks. For example, different policies may apply in different countries. The policies are enforced while the UE is in RRC CONNECTED mode. 

The coverage area of one satellite beam may cover (parts of or) more than one country at times, while the satellite field of view may be larger than a country.

The User Location Information, i.e. NTN cell id, may not provide sufficient accuracy to the network to ensure that the right, country-specific policies can be applied. A more accurate UE location determination scheme for RRC CONNECTED UE may be needed to enforce country-specific policies.
8.7. UE Mobility Aspects

8.7.1 Architecture Classification

In the following sections, the architecture options previously described will be referred to as follows:

1. Transparent based non-terrestrial access network (Sec. 5.1);

2. Regenerative satellite and split gNB (Sec. 5.3.2);

3. Regenerative satellite and on-board gNB(s) (Sec. 5.2.1);

4. Regenerative satellite with Inter-Satellite Links (ISLs), gNB processed payload (Sec. 5.2.1);

5. gNB processed payload, Relay-like architecture (Sec. 5.3.3).

8.7.2 Intra-gNB Mobility (“Monolithic gNB”)

In this case, all necessary signaling is confined to within the gNB, with no signaling impact on NG or Xn. For the case of “monolithic” gNB, this is supported without any standards impact by Architectures 1, 3, 4, and 5.
8.7.3 Intra-DU Mobility

In this case, all necessary signaling is confined to within the DU, with no signaling impact on F1. This is supported by Architecture 2 without any standards impact.
8.7.4 Intra-gNB/Inter-DU Mobility

This is supported by current inter-DU mobility. In Architecture option 2, the F1 signaling is transferred over SRI. 

Single logic DU across multiple satellites is precluded.
8.7.5 Inter-gNB Mobility
8.7.5.1 Xn Mobility

For Architectures 1 and 2, Xn interfaces (if present) are terminated at the ground station; in these cases, Xn mobility is possible without any standards impact.

There is no Xn in Architecture 3, so in this case it is not possible to support Xn mobility.

For Architecture 4, Xn mobility is only possible between satellite-hosted gNBs.

Some further observations should be made on the issue of Xn mobility involving NTNs. In current NG-RAN specifications, Xn mobility is the mechanism of choice when moving between neighbor cells, ensuring the best performance and with minimal core network involvement thanks to the use of a “horizontal” interface, Xn. When considering NTNs, the concept of neighbor cells is going to be different, and at least two different cases should be considered:

a) Two “neighbor” cells belonging to NTNs;

b) Two “neighbor” cells, of which one is served by a terrestrial RAN, and the other by an NTN.

For the first case, if the two cells are served by two different logical nodes (e.g. satellites) within the NTN, it seems possible to set up Xn and use it for Xn mobility. This is indeed the case with Arch. 4, in which Xn would be transported on ISLs.

For the second case, the Xn-based mobility is only possible if an Xn exists between the NTN gNB and terrestrial gNB. 

Architecture 5 (relay-like, Xn is terminated in the satellite but goes through the NTN-donor) seems to suffer from this problem. Therefore, in theory Arch. 5 supports Xn mobility between satellite-gNBs and terrestrial gNBs, but its performance seems questionable due to the above observations.
8.7.5.2 Mobility Through the 5GC

In Architectures 1 and 2, NG is terminated at the ground station; in these cases, mobility through the CN is supported without any standards impact.

In Architectures 3, 4 and 5, NG is terminated at the satellite, so NG traffic needs to be transported over the SRI: mobility through the CN is possible.

8.7.6 Mobility due to interface change
In this case, the mobility is due to the change of the interface, for example, when the satellite moves out of the coverage of current network node on the ground, and connects to a new network node on the ground. In Architecture Option 1, 3, 4 and 5, this means the change of AMF. In Architecture Option 2, this means the change of gNB-CU. Due to the change of interface, all UEs need to be handover to new network node (i.e. AMF in Architecture Option 1, 3, 4 and 5, gNB-CU in Option 2). Handover all connected UEs in a short period can cause significant signaling load. Further study is needed. 

For Mobility due to interface change, it may cause significant signaling load in all architecture options. Further study is needed. 
8.7.7 Summary

Editors note: The details in the summary table is FFS. 
	
	Arch. 1
	Arch. 2
	Arch. 3
	Arch. 4
	Arch. 5

	Intra-gNB mobility (“monolithic” gNB)
	Supported, no standards impact
	Does not apply
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact

	Intra-DU mobility
	Does not apply
	Supported, no standards impact
	Does not apply
	Does not apply
	Does not apply

	Inter-DU mobility
	Does not apply
	Supported, no standards impact
	Does not apply
	Does not apply
	Does not apply

	Xn mobility
	Supported, no standards impact
	Supported, no standards impact
	Not supported
	Supported if Xn exists
	Possible in theory, but performance seems questionable

	Mobility through the 5GC
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact
	Supported, no standards impact


Table 8.7-1 Mobility support for the various architectures.
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Recommendations on the way forward
Editor’s note: to be drafted by RAN1, 2 and 3

Annex A: Satellite ephemeris




A.1
Key parameters
 Key parameters of orbital mechanics of all commercial satellites are publicly available from multiple sources.  This information is called ephemeris, which is used by astronomers to describe the location and orbital behaviour of stars and any other astronomic bodies.

Typically, ephemeris is expressed in an ASCII file using Two-Line Element (TLE) format.  The TLE data format encodes a list of orbital elements of an Earth-orbiting object in two 70-column lines. The contents of the TLE tableare reproduced below. 

Table A.1-1: First line of the ephemeris
	Field
	Columns 
	Content 

	1
	01–01
	Line number (1) 

	2
	03–07
	Satellite number

	3
	08–08
	Classification (U=Unclassified)

	4
	10–11
	International Designator (Last two digits of launch year)

	5
	12–14
	International Designator (Launch number of the year)

	6
	15–17
	International Designator (piece of the launch)

	7
	19–20
	Epoch Year (last two digits of year)

	8
	21–32
	Epoch (day of the year and fractional portion of the day)

	9
	34–43
	First Time Derivative of the Mean Motion divided by two

	10
	45–52
	Second Time Derivative of Mean Motion divided by six (decimal point assumed)

	11
	54–61
	BSTAR drag term (decimal point assumed)

	12
	63–63
	The number 0 (originally this should have been "Ephemeris type")

	13
	65–68
	Element set number. Incremented when a new TLE is generated for this object.

	14
	69–69
	Checksum (modulo 10)


Table 1.1-2: Second line of the ephemeris
	Field
	Columns
	Content

	1
	01–01
	Line number (2)

	2
	03–07
	Satellite number

	3
	09–16
	Inclination (degrees)

	4
	18–25
	Right ascension of the ascending node (degrees)

	5
	27–33
	Eccentricity (decimal point assumed)

	6
	35–42
	Argument of perigee (degrees)

	7
	44–51
	Mean Anomaly (degrees)

	8
	53–63
	Mean Motion (revolutions per day)

	9
	64–68
	Revolution number at epoch (revolutions)

	10
	69–69
	Checksum (modulo 10)


The TLE format is an expression of mean orbital parameters “True Equator, Mean Equinox”, filtering out short term perturbations. 

From its TLE format data, the SGP4 (Simplified General Propagation) model [10] is used to calculate the location of the space object revolving about the earth in True Equator Mean Equinox (TEME) coordinate. Then it can be converted into the Earth-Centered, Earth-Fixed (ECEF) Cartesian x, y, z coordinate as a function of time.

The instantaneous velocity at that time can also be obtained. In ECEF coordinate, z-axis points to the true North, while x axis and y axis intersects 0-degres latitude and longitude respectively as illustrated below.
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Figure A.1-1: Earth-Centered, Earth-Fixed (ECEF) coordinates in relation to latitude and longitude (source https://en.wikipedia.org/wiki/ECEF)
An example of ephemeris converted into ECEF format for the Telestar-19 satellite is shown below as an example below.
	Epoch (day, hr, min, sec)
	X[km]
	Y[km]
	Z[km]
	dX/dt[km/s]
	dY/dt[km/s]
	dZ/dt [km/s]

	2018-10-26 02:00:00.000
	19151.529
	-37578.251
	17.682
	-0.00151
	-0.00102
	-0.00106

	2018-10-26 02:05:00.000
	19151.073
	-37578.556
	17.359
	-0.00152
	-0.00101
	-0.00109

	2018-10-26 02:10:00.000
	19150.614
	-37578.855
	17.029
	-0.00154
	-0.00099
	-0.00112

	2018-10-26 02:15:00.000
	19150.150
	-37579.151
	16.690
	-0.00155
	-0.00098
	-0.00114


. . .

Given a specific point in time, it is straightforward to calculate the satellite location by interpolation.  The example given above refers to a geosynchronous (GEO) satellite, in which the epoch interval is 5 minutes.  For LEO satellites, the intervals may be much shorter, on the order of seconds.
Annex B: KPI and evaluation assumptions
B.1
Key Performance Indicators
KPIs defined in 3GPP TR38.913 are considered.
B.2
Performance targets for evaluation purposes
This table includes performance values that may be used for theoretical analysis or simulations.

The values relate to targeted performances, but should not be considered as strict requirements.

	Usage Scenario
	Peak data rate1
	Experience data rate1
	Overall user density 
	Activity factor2
	Max. UE speed

	
	Down Link
	Up Link
	Down Link
	Up Link
	
	
	

	Pedestrian
	
	
	
	
	
	3 km/h

	Vehicular
	
	
	
	
	
	500 km/h

	Stationary
	
	
	
	
	
	0km/h

	Airplanes connectivity
	
	
	
	
	
	1 000 km/h


1As defined in 3GPP TR38.913

² As defined in 3GPP TS22.261

Mobility interruption time should be equivalent as in terrestrial systems except in the case of handover between satellite and terrestrial access. In the latter case, this interruption time will depend on the satellite orbit.

Note: This does not preclude the definition of other performance parameters in future stages.
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