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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

Virtualisation is a fundamental building block of 5G and while not the only way of implementing a 5G network, it is nevertheless the primary implementation method being pursued to some degree (great or small) by all operators and manufacturers. Furthermore, virtualisation is being applied to earlier 3GPP architectures (e.g. LTE) and part virtualised networks containing a mixture of physical, containerised and virtualised network functions will be common place for most operators for the foreseeable future.

1
Scope

The present document considers the consequences of virtualisation on 3GPP architectures, in order to identify threats and subsequent security requirements. While a number of the key issues identified in the present document may not necessarily fully be within the scope of 3GPP to resolve, in order to implement 3GPP functions security it is necessary for 3GPP to set requirements that may be addressed outside 3GPP.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
ETSI GS NFV 002: "Network Functions Virtualisation (NFV); Architectural Framework".

[3]
ETSI GS NFV-SEC 009: "Network Functions Virtualisation (NFV); NFV Security; Report on use cases and technical approaches for multi-layer host administration".

[4]
3GPP TS 33.210: "3G security; Network Domain Security (NDS); IP network layer security"

[5]
ETSI GS NFV-SEC 001: "Network Functions Virtualisation (NFV); NFV Security; Problem Statement"

[6]
3GPP TS 33.501: "Security architecture and procedures for 5G System".

[7]
"Virtualization Technology: Cross-VM Cache Side Channel Attacks make it Vulnerable"; Shahzad and Litchfield 2015; https://arxiv.org/ftp/arxiv/papers/1606/1606.01356.pdf
[8]
"OpenStack"; https://www.openstack.org/
It is preferred that the reference to 21.905 be the first in the list.

3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Noisy Neighbour Problem: When a VM accessing shared resources uses more than it should do.  This causes other VMs accessing those resources to suffer from reduced or erratic performance.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

COTS
Commercial Off The Shelf

CSP
Communication Service Provider

DRM
Digital Rights Management
GDPR
General Data Protection Directive

HSM
Hardware Security Module

MANO
Management and Orchestration

NF
Network Function

NFV
Network Functions Virtualisation

NFVI
Network Functions Virtualisation Infrastructure

OS
Operating System

PNF
Physical Network function
SBA
Service Based Architecture
TPM
Trusted Platform Module
TLS
Transport Layer Security
VM
Virtual Machine

VNF
Virtual Network Function
4
Virtualisation Background, Concepts and Assumptions
 Editor’s Note: This section will contain a basic description of virtualisation, hierarchical implementation model and deployment assumptions 
4.1
Introduction

In computing, virtualisation encompasses a number of different techniques to create a virtual, or software, version of a computing device.  Examples of devices and systems which may be virtualised include hardware platforms, memory, storage or a network.  The present document primarily addresses the security of NFV.  In the context of a 3GPP network, NFV refers to the deployment of Network Functions (NFs) as software modules which run on off the shelf computing hardware.  This contrasts with the traditional deployment of 3GPP network components as specialised hardware devices.  Implementation of the 5G Service Based Architecture (SBA) relies on the use of NFV, among other technologies.
4.2
Architecture

ETSI GS NFV 002 [2] defines the high-level NFV Framework which consists of three working domains, as shown by Figure 4.2-1.

The NFV Infrastructure (NFVI) includes all the hardware and software which provide a platform on which VNFs can be deployed.  The NFVI includes:

-
Hardware resources, which are assumed to be COTS.
-
Virtualisation Layer, for example a hypervisor or container engine, which separates the VNF software from underlying hardware.

-
Virtualised Resources.
VNFs run on top of the NFVI and are software implementations of network functions.  A VNF may run in one Virtual Machine (VM) or over several.

NFV Management and Orchestration consists of the systems and functions which are responsible for virtualisation specific management tasks, such as lifecycle management of VNFs and orchestration of resources required to support virtualisation.
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Figure 4.2-1: ETSI NFV high-level architecture (ETSI GS NFV 002)

4.3
Virtualisation of 3GPP Network Functions

The 5G core network is defined as service-based and consists of network functions (NFs) which can register themselves to the network and subscribe to other services using service based interfaces.  3GPP NFs are assumed to be virtualised, but do not necessarily correspond in a 1:1 manner with ETSI VNFs.  CSPs may choose to group multiple NFs into a single managed VNF or to deploy each NF in an individual VNF.  We assume that a NF is not split between multiple VNFs, but beyond that decisions on grouping NFs are out of scope of 3GPP.

4.4
General NFV security issues

Editor’s Note: This subsection contains an overview of general NFV security issues, which are not specific to 3GPP but which give background to specific 3GPP security decisions.
4.4.1
Access to VNFs via virtualisation layer

Most virtualisation platforms make it possible for a user with root access to the virtualisation layer to view and edit the memory of hosted VMs.  This administrator may be able to change or stop processes running in the VM, give other applications access to the VM or steal security critical data.  These challenges are discussed in ETSI NFV-SEC 009 [3].

An attacker may have access to the virtualisation layer via a variety of means.  The access could be legitimate, such as a rogue employee at the hosting company, or illegitimate i.e. hyperjacking.  From the point of view of the VNF these attack vectors are the same, as both result in a rogue actor gaining access.  In general, such access would be invisible to the VNF.

4.4.2
Sharing of private keys between VNFs

In the 5G Core Network, NF communications are secured using TLS, according to the profiles in TS 33.210 [4].  ECDSA and RSA are used to authenticate these communications.  Therefore, a VNF must contain private keys to authenticate these exchanges.  These keys need to be provisioned to VMs securely on first boot, or need to be stored securely on the image in some fashion.  A decision also needs to be made as to whether two NF instances may share the same key pair, for example if the second instance is deployed in the case that the first fails.  These challenges are discussed in more detail in section 6.8 of ETSI NFV-SEC 001 [5].

4.4.3
Isolation

One of the attractions of NFV is that it allows resources to be used flexibly.  Sharing hardware resources between VNFs allows networks to scale services up and down as required and to centralise the management and orchestration.  However, the adoption of shared resources raises security questions which do not apply when using discrete physical infrastructure.  In particular, virtualisation technology needs to ensure that VNFs can be isolated from one another, particularly in the case where they have specific security requirements.  There are various approaches to isolating VNFs, ranging from using physically separate hardware to using separate containers.  Where VNFs do share resources, these might be managed in different ways, as discussed in Section 6.5 of [2].  Sharing memory and specialised hardware could require special considerations.

There are a number of security threats if VNFs are not appropriately isolated and resources are not shared effectively.  These include the noisy neighbour problem and potential side-channel attacks.

Editor’s Note: Further security issues are FFS
5
Key Issues

5.1
Introduction

This clause details the key issues identified for security aspects related to the Virtualisation of 3GPP functions and architectures. Each key issue defines the background to the issue, defines the threats related to the issue and proposes requirements that resolve or mitigate the key issue.
5.2

Key Issue 1: Establishment of trust domains for Network Functions

5.2.1
Key issue detail

5G Network Functions can be grouped into different trust domains which have different security requirements.  For example, trust in functions which contain long term cryptographic keys might require different levels of trust to functions which only hold session keys or those which do not contain cryptographic values at all.  Applying the same security policies to NFs in different trust domains could lead to reduced security and/or to reduced functionality.
Definition of appropriate segregation and security policies for NFs in different trust domains requires establishment of trust domains for 3GPP NFs.
5.2.2
Security threats

None.
5.2.3
Potential security requirements

None.

5.3

Key Issue 2: Confidentiality of sensitive data  

5.3.1
Key issue detail

Certain 3GPP NFs will hold sensitive data, which should not be available to other NFs or which should only be made available in a specific set of circumstances.  For example, TS 33.501 [6] includes the requirement that long-term keys shall never leave the secure environment of the UDM/ARPF.

To have the same level of confidence in the confidentiality of sensitive data when stored in a VNF as when it is stored on physically separated hardware it is necessary to consider new threat vectors.  For example, the long-term keys in a virtual UDM/ARPF could be stolen by an attacker with root access to the virtualisation layer.  Alternatively, cache side-channel attacks as in [7] might allow the operator of a VNF sharing resources to recover data.

5.3.2
Security threats

Without appropriate protection cryptographic keys or other security critical data could be stolen by an attacker with access to the virtualisation layer.

Without appropriate protection sensitive material could leak to operators of other VNFs running on the same virtualisation layer.

5.3.3
Potential security requirements

5.4

Key Issue 3: Availability of Network Functions  

5.4.1
Key issue detail

Many 3GPP NFs are essential for the 5G Core Network to function.  For example, if a UDM/ARPF is not available then a user cannot complete primary authentication.  Similarly, if an AMF is not available then a connection cannot be managed.  Therefore, it is important that the VNF is guaranteed to be available in the same way as a physical network function would be.

One of the advantages of virtualisation is that a network can scale and transform to meet demand.  In general, it is likely that the availability of required 3GPP network functions is less of a concern than in a physical deployment.  However, virtualisation does introduce new availability risks.  For example, shared resources might be monopolised by a neighbouring VM (the noisy neighbour problem).

5.4.2
Security threats

Without appropriate protection shared resources required for functionality could be monopolised by neighbouring VMs, reducing availability or functionality of a VNF.

Editor’s Note: Further new threats to availability are FFS.
5.4.3
Potential security requirements

5.5
Key Issue 4: Common Software Environment

5.5.1
Key issue detail

Older SS7 circuit switch networks typically had much lower security than current 3GPP NFs. Their proprietary implementations, non-IP protocols (e.g. X25) and lack of flexible deployment options provided a high degree of security by obscurity. By comparison virtualised release 15 onwards implementations will provide a much higher level of basic security but the common software platform on which functions are implemented will introduce new risks.

In legacy PNF implementations each vendor typically used a proprietary platform and software with a few common web server or OS elements. This meant that if a vulnerability or zero exploit was found and utilised by an attacker, this generally only compromised one NF. This would give the attacker access to data on that NF and the communication links into and out of that NF but the attacker would not have an advantage in attacking the next NF in the chain. Except in really poor implementations relying on network edge security only, the risk of a cascade failure is minimal with PNFs.

In virtualised implementations all NFs are implemented using a common software platform such as OpenStack [8]. While vendors may produce tweaked variants, the code core will be largely identical. Similarly, OS, Hypervisor and VM software will be identical or from a limited set of variants. What this means is that if an attacker is able to identify a software vulnerability in one VNF, that vulnerability will likely exist in many other VNFs making the attackers job much easier and increases the risk of a cascade security failure of the network. If network security functions (e.g. SEPP) use the same software core or are in the same virtualisation layer trust domain as the functions they are protecting the risk further increases if a software vulnerability occurs.

5.5.2
Security threats

5.5.3
Potential security requirements

5.6
Key Issue 5: Data Location and Lifecycle

5.6.1
Key issue detail

With PNFs you know where subscriber or other sensitive data is located, or at least have a high degree of certainty. With virtual functions by design that data can be anywhere in the host infrastructure. Indeed, if a CSP implementation spans multiple data centres in multiple countries it may be necessary to constrain where a VNF or piece of user data physically resides. For example, LI functions and LI target lists need to remain within a single legal jurisdiction. Similar restrictions may apply to content which is subject to DRM and is only licensed for a single country, or more generally to data covered by GDPR.
Furthermore, in virtualised environments, it is necessary to consider where data has been and whether that data is privacy sensitive. If a VNF moves from one host to another or is terminated, and the previous resources are allocated to another VNF without being fully cleared, this risks compromise of privacy sensitive data or keys. 

OSs are not unknown to proliferate temp files, which in a PNF is much easier to contain (ignoring PNFs with external storage). In a VNF, if storage / memory is not fully erased before reuse there is a significant risk of data loss between VNFs. By extension, software is not unknown to crash or experience abnormal behaviour, increasing the risk of data remaining in undesirable locations. 
5.6.2
Security threats

5.6.3
Potential security requirements

5.7
Key Issue 6: Function Isolation
5.7.1
Key issue detail

3GPP architectures (including 5G) are still based on a functional "boxes", with 3GPP security applied between the functions on a reference point basis. If 3GPP functions are implemented in a common software host environment (e.g. with a common hypervisor, compute and storage), TLS and similar protocols are reduced to protecting information travelling between memory locations in a single logical memory block. As such, if an attacker (or hypervisor administrator) is able to gain access to the memory in which a set of VNFs run, then relying on reference point-based security will offer little protection, except on physically exposed hardware links.
5.7.2

Security threats

5.7.3
Potential security requirements

5.8
Key Issue 7: Memory Introspection
5.8.1
Key issue detail

In all operating systems or virtual environments there are a number of memory management and control functions which are able to view or access all memory locations. These functions such as the kernel in desktop OSs control access to memory and are responsible for preventing applications from accessing each other’s memory spaces. In an NFV environment, the hypervisor is responsible for administering each VM’s resources and isolating the VMs from each other.
In legacy hardware networks, manufacturers apply physical separation within the physical hardware to keep sensitive control plane sub-components within a 3GPP function (e.g. key material or billing data) away from lower security sub functions or other general user plane traffic handling sub functions. This may include having different administration domains (e.g. LI sub-functions are managed via different interfaces and have separated administration).

In a virtual environment while the hypervisor plays a role in preventing one VM from accessing the memory of another (except through declared VM shared memory locations), the hypervisor is also able to inspect any memory which is directly under hypervisor control. Such access to memory or other VM resources cannot be detected by VM or 3GPP security mechanisms. Encrypting memory provides some resistance but if the keys used to encrypt the memory are also under hypervisor control (including hypervisor resource controlled TPM / HSMs) then this does not prevent introspection. 

In addition to reading memory, the hypervisor is also in many cases able to write directly to memory, bypassing normal memory access controls and security within the VNF VM. This allows an attacker with access to the hypervisor to change data within a 3GPP function at run-time or indeed change the operation of the function itself.

5.8.2
Security threats

5.8.3
Potential security requirements

5.9
Key Issue 8: Test Isolation and Assurance

5.9.1
Key issue detail

In legacy hardware deployments,3GPP, GSMA or other testing schemes generally involve testing 3GPP functions as black boxes or pentesting them in isolation from other network functions. While it is possible to test virtual functions in this way, the level of assurance gained is different. Such stand-alone testing relies on the underlying virtualisation and hardware layers being 100% secure and that no future vulnerabilities are found in those underlying components.

Testing functions in isolation does not guarantee that when a VNF is instantiated on a different host virtualisation environment or is instantiated in a larger virtualisation environment containing multiple VNFs that a 3GPP function tested in isolation remains secure.
Editor’s Note: Scope of isolation in testing needs clarifying (VNF to VNF and Hypervisor / platform to VNF).

5.9.2
Security threats

5.9.3
Potential security requirements

6
Mitigations and Solutions

Editor’s Note: This section will contain any potential Mitigations or Solutions that may be used to address or reduce the risk associated with Key Issues identified in section 5. 
7
Conclusions
8
Recommendations
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