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[bookmark: foreword][bookmark: _Toc80721361]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
This Technical Report collects information related to enable “Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT) in 3GPP MTSI. ITT4RT is expected to enable scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates in a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself) but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network.
This Technical Report serves in addition to the specification in TS 26.114 or TS 26.223 to capture a broader scope of technical solution for ITT4RT. One the one hand this is to present more details while keeping the TS documents lean and on the other hand to serve as a basis for further work.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: scope][bookmark: _Toc80721362]
1	Scope
The present document collects information regarding the “support of Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT) in 3GPP MTSI. The primary scope of the present document is the documentation of the following aspects:
· Core use cases and requirements for ITT4RT
· Architectures for ITT4RT 
· Potential Solutions for ITT4RT not specified in TS 26.114 or TS 26.223
· Example Signalling flows for ITT4RT
· Selected Solutions as pointer to the TS 26.114 or TS 26.223
[bookmark: references][bookmark: _Toc80721363]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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[bookmark: definitions][bookmark: _Toc80721364][bookmark: _Hlk90322661]3	Definitions of terms, symbols, and abbreviations
.
[bookmark: _Toc80721365]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc80721366]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc80721367]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>
ITT4RT				Immersive Teleconferencing and Telepresence for Remote Terminals

[bookmark: _Toc80721368]4	Use Cases
[bookmark: _Toc80721369]4.1	Main ITT4RT Use Case
A group of colleagues is having a meeting in conference room A (see Figure 1). The room consists of a conference table (for physically present participants), a 360-degree camera[footnoteRef:1], and a view screen. Two of their colleagues, Bonnie (B) and Clyde (C) are travelling and join the meeting through a conference call.  [1:  The system supports transmission of full 360 video. However, the use cases may restrict the field of view to enhance user experience.] 

· Participants in conference room A use the screen to display a shared presentation and/or video streams coming from Bonnie and Clyde. 
· Bonnie joins the conference from her home using a Head Mounted Display (HMD) and a camera that captures her video. She has a 360-degree view of the conference room. 
· Clyde joins the conference from the airport using his mobile phone. He also has a 360-degree view of the conference room on his mobile screen and uses his mobile camera for capturing his own video.
Both Bonnie and Clyde can see the screen in the conference room as part of the 360-degree video. They also have the option to bring into focus any of the incoming video streams (a presentation or the other remote participant’s camera feed) using their own display devices. The manner in which this focused stream is displayed is a function of their display device and is not covered in this use case. 
Within the 3GPP MTSI TS 26.114 [1] and Telepresence TS 26.223 [2] specifications, the above use case can be realized in two possible configurations, which are explained below. The participants are referred to as A, B and C from here onwards. 
In the first scenario, shown in Figure 2.1, the call is set up without the support of any media-aware network elements. Both remote participants, B and C, send information about their viewport orientation to A, which in turn sends them a viewport-dependent video stream from the omnidirectional camera. 
 [image: ]
Figure 4.1.1 - 360-degree conference call
In the second scenario, the call is setup using a network function, which may be performed by either a Media Resource Function (MRF) [1] or a Media Control Unit (MCU) [2]. In this case, the MRF/MCU receives a viewport-independent stream from A. Both B and C, send viewport orientation information to the MRF/MCU and receive viewport-dependent streams from it. Figure 4.1.1 illustrates the scenario. The A/V channel for conversational non-immersive content also flows through the MRF/MCU in the figure. 

[image: ]
Figure 4.1.2 - A 360-degree conference call via MRF/MCU

The use case aims to enable immersive experience for remote terminals joining teleconferencing and telepresence sessions, with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network. 
Private side communication is also expected to be enabled as part of this use case. For instance, two users attending the conference may wish to talk privately and do not want to be heard by others. In this case, the audio information exchanged between these two users should not be transmitted to others, and the content of their conversation should be protected and only be fully rendered on their devices. Others may know that these users are interacting but would not be able to hear the specific content.
A special variation of this use case is when the 360 camera capture occurs not in a conference room but on a user device. 
In the third scenario, multiple conference rooms are sending 360-degree video to an MRF/MCU. The rooms may choose to receive 2D video streams from other participants including one of the other rooms, which is displayed on the screen in the room. A pictorial representation is shown in Figure 4.1.3. 

[image: ]X

Figure 4.1.3: Multiple rooms with 360-degree video

Furthermore, 
· The remote (single) users can choose to view any one or none (e.g., when only viewing the screenshare) of the available 360-degree videos from the multiple rooms. Switching from one room to another may be triggered manually, or using other mechanisms, such as, viewing direction or dominant speaker. However, for the case of the dominant speaker, it is important to consider effects of motion sickness while switching from one video to another as the user may not be sufficiently prepared for the switch. 
· The MRF/MCU may signal to pause the receiving 360-degree video from any of the rooms that do not currently have any active viewers. The streams can be resumed if and when there are viewers [7]. 
· The presentation/screenshare stream is distributed to the single users and the rooms as a separate stream and can be identified using an explicit “a=content:slides” SDP field [1]. The single users may view the stream as an overlay on top of the 360-degree video. 
· If the area of interest in the 360-degree video is limited (the preferred FoV is defined and negotiated between the participants) or the motion outside the FoV is limited, the background area (outside the viewport) can be transmitted as a still image to maintain continuity in the 360-degree view. The still-image may be updated at regular intervals or as needed. 
· A still-image background area can also be used for placing overlays and avoiding unnecessary bandwidth utilization. In the scenario in the figure, this background area would be the wall with the screen and the presentation overlay may be placed on top of the screen for a better visual experience. 
· Overlays may also be used for other 2D streams. These include videos from the single users and 2D video streams from the other rooms. Spatial audio should be associated with overlays when placed in the 360-degree view, i.e., the sound should appear to originate from the placement of the overlay, not necessarily associated with the elements within the video.   
· MRF/MCU based media processing may be used for creating 360-degree views combining multiple input sources, e.g., 360-degree video with limited FoV, still image for background, overlays of screenshare and other 2D videos, etc., when the device capabilities are limited. 
[bookmark: _Toc80721370]4.2	Use Case Extension 1: Viewport sharing among remote participants
[image: ]
[bookmark: _Ref11870859]Figure 4.2.1 Viewport sharing between remote participants w/o MRF/MCU
Figure 4.2.1 illustrates viewport sharing capability added to the above use case. When B is presenting to the conference or B is communicating with C, C may be interested in B’s focus or her 360-degree viewport, especially when B is interacting with anything or anyone in room A. In such case, C would request to follow B’s viewport. Upon permission from B, C may follow B’s viewport on his own display device regardless of C’s orientation. In this scenario, room A may multicast (i.e., send the same information using unicast to different receivers as in usual MTSI/Telepresence) viewport dependent stream with embeddedB’s viewport metadata to both B and C. C’s device will follow embedded viewport metadata and playback the same viewport presented to B.
[image: ]
[bookmark: _Ref11873182]Figure 4.2.2 Viewport sharing between remote participants w/ MRF/MCU
Figure 4.2.2 shows the second scenario where the call is setup using a MRF or MCU. The MRF/MCU may receive C’s viewport sharing request and check B’s permission for such request. Once B’s permission is confirmed, MRF/MCU may forward the viewport dependent stream with B’s viewport metadata embedded to C. C’s device will follow embedded viewport metadata and playback the same viewport presented to B.
Viewport sharing feature may require capability of party A or MRF/MCU to forward B’s viewport-dependent video stream to C after request/response signalling exchange, and embed B’s viewport metadata into the stream.
[bookmark: _Toc80721371]4.3	Use Case Extension 2: Viewport-dependent stream for display device
Participants in conference room A may have their own display device (HMD, AR glass or mobile phone) to receive a 360-degree video stream (viewport independent or dependent stream) from room A, or conversational video from remote participant B or C. For a large conferencing room, some participants may not sit close to the view screen or other participants he or she would like to communicate, a display device may offer high quality view of room A regardless where the participant sits. A viewport-independent or viewport dependent 360-video stream may send to participant’s display device.
[image: ]
[bookmark: _Ref11753471]Figure 4.3.1 Proposed viewport sharing use case w/o MRF/MCU
Figure 4.3.1 shows the first scenario, the call is setup without the support of a MRF or MCU. B and C send viewing orientation information to A and receive corresponding viewport-dependent streams from the omnidirectional camera. For the participants with their own display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video stream by sending orientation information to A. 

[image: ]
[bookmark: _Ref11874200]Figure 4.3.2 Proposed viewport sharing use case via MRF/MCU
Figure 4.3.2 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport dependent streaming may be handled by MRF or MCU. For the participants with their own  display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video by sending orientation information to MRF/MCU.
[bookmark: _Toc80721372]4.4	Use Case Extension 3: Viewport sharing for second display device
When a remote participant B or C is presenting or communicate to the room A, participants in room A with their own display device may be interested in B or C’s focus or interaction on specific viewport of 360-degree video captured by omnidirectional camera, these participants may request to follow B or C’s viewport and receive the same viewport-dependent stream sending to B or C.
[image: ]
[bookmark: _Ref11875038]Figure 4.4.1 Viewport sharing to second display w/o MRF/MCU
Figure 4.4.1 shows the first scenario, the call is setup without MEF or MCU. Participants in room A with their own display device may like to follow B’s viewport, participant sends the request to B and is authorized by B. The viewport-dependent video for B is then played back on authorized participant display device with embedded viewport information, the display device would follow embedded viewport information to render the viewport regardless participant’s orientation.
[image: ]
[bookmark: _Ref12042862]Figure 4.4.2 Proposed viewport sharing use case via MRF/MCU
Figure 4.4.2 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport sharing request may be handled by MRF or MCU, MRF or MCU receive the request from participants and confirm the authorization from B. MRF or MCU then sends viewport-dependent video streams with embedded B’s viewport metadata to B and her followers in room A.
[bookmark: _Toc80721373]4.5	Use Case Extension 4: Separate stream for presentation content
John (a participant in conference room A) shares his current computer screen to present his work. This presentation audio/video stream is displayed in the conference room A, but also broadcasted (i.e., sending the same information using unicast to different receivers as in usual MTSI/Telepresence, same for the two instances of "broadcasted" below in this subclause and in subclause 3.5) to all other remote participants (in other conference rooms and for the VR users). While john is still presenting Alice (who is also in the conference room A) adds her screen to be shared with supportive materials for John’s presentation, resulting into two streams being displayed in the room and broadcasted to all other remote participants.
[bookmark: _Toc80721374]4.6	Use Case Extension 5: Applications to 3GPP FLUS
MTSI-based FLUS as defined in TS 26.238 [ADD_REF] relies on the use of RTP/RTCP-based protocols as defined in TS 26.114. Immersive video and immersive audio/speech may be delivered uplink using MTSI-based FLUS. Thus, even though FLUS is outside the scope of the current ITT4RT work item, the normative specification resulting from the ITT4RT work item could be (and are not required to be) reused in providing the immersive video and immersive audio/speech support for MTSI-based FLUS including (i) recommendations of audio and video codec configurations to deliver high quality VR experiences, (ii) constraints on media elementary streams and RTP encapsulation formats, (iii) recommendations of SDP configurations for negotiating of immersive video and voice/audio capabilities and (iv) RTP/RTCP-based signalling for indication of viewport information to enable viewport-dependent media processing and delivery. In that regard, potential solutions described in clauses 6 and 9 could also be applicable for live uplink streaming scenarios using MTSI-based FLUS.
For immersive video support over MTSI-based FLUS, both in-camera stitching and network-based stitching can be considered. In case of camera stitching, stitched immersive video is sent from the FLUS source (i.e., MTSI sender) to the FLUS sink (e.g., MTSI receiver, which is either in the UE, e.g., as a remote viewer, or in the network, e.g., as a media gateway). This is where immersive video gets delivered uplink using MTSI-based FLUS, and the normative specification output of ITT4RT becomes relevant. In case of network-based stitching, different 2D captures are sent from the FLUS sources (MTSI senders) to the FLUS sink (MTSI receiver as a media gateway) in the network and the media gateway server performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote viewers using MTSI or other means. In this case, only 2D video gets delivered using MTSI-based FLUS and immersive video is only delivered in the non-FLUS portion of the link, i.e. downlink. If MTSI-based means are used to deliver the immersive video to the remote viewers, only then the normative specification output of ITT4RT could be applicable.
[bookmark: _Toc80721375]4.7	Use Case Extension 6: Multiple Overlays
[bookmark: _Toc80721376]4.7.1 	Scenario 1
 [image: ]
Figure!?
A user is streaming an immersive video, from a teleconference room A. Room A uses screen share to display two streams (overlay 1, overlay 2). 
· The sender needs to send information about the overlays such as number of overlays, layering, priority etc to the user via SDP offer.
· The user based on its resource availability may decide if he/she wants to receive all the overlays or just a subset of overlays. This  is conveyed back to the sender via SDP answer. 
· The  sender needs to inform the user if he/she is allowed to use multiple overlays. It may be possible that sender may not want the receiver to stream multiple overlays to avoid possible distractions. One such scenario is when multiple overlay videos are available and the user may be allowed to stream just one of the overlays.

[bookmark: _Toc80721377]4.7.2 	Scenario 2
[image: ]
Figure!?
This scenario consists of multi-party teleconference. A user is streaming an immersive video, from a teleconference room A. Room A uses screen share to display one stream (overlay 1). The overlay from room B is not shared by A. For the user to stream overlays which are not shared by A:
1. Firstly, the sender needs to inform the user if he/she is allowed to use multiple overlays as described in scenario 1.
1. Secondly, the sender of the 360-degree video should inform the user at the receiver  if the user is allowed to use overlays from streams other than the ones shared by the sender.  This is based on the content type of the overlays shared by A.  The rationale behind the sender asserting control is that the sender may not want the receiver to mix overlays which may possibly cause a distraction to the user. 
1. Thirdly, the sender should inform the user if he/she is allowed to overlap overlays.  A possible example may be when the sender side is presenting and does not want other overlays to overlap with its  presentation stream. 
1. Lastly if the user’s resource availability is limited, default preference maybe given to the sender’s overlay as compared to streaming overlays from other sources. 
[bookmark: _Toc80721378]4.8	Use Case Extension 7: Audio mixing of multiple streams in ITT4RT
[bookmark: _Toc80721379]4.8.1	Use Case
The assumptions are as the following:
1. The sender’s conference room has a 360 video with one audio stream (In reality, it may have multiple streams but for simplicity of the usecase, we only consider one audio stream).
2. The sender may have one or more overlays each of which may have its own audio stream.
3. The receiver receives the audio stream from the sender’s room as well as the audio streams from one or more overlays.
The above assumption is shown in the following figures:
 
Figure 4.8.1.1 - 360-degree conference call
Note that as is shown in the figure the overlay video has its own overlay audio. Its audio either has to be mixed at the sender with the room’s audio and sent as a single stream, or it needs to be delivered as a separate stream. If it is mixed in the sender, the sender needs to decode the overlay’s audio, mix it with the room’s audio and encode the mix again for transmission. If it is sent as a separate streams, then it must be mixed with the room’s audio at the receiver. This contribution focuses on the audio mixing at the receiver.
The following use-cases are considered for audio mixing:
· Case 1: Providing the recommended mixing gain at the receiver’s end for rooms and overlay audios.
· Case 2: Changing the recommended mixing gain by sender during a portion of the session to dominate the overlay audio (e.g. reducing the room’s chatter when the overlay audio is important) or the room audio (e.g. when speaker in the room wants the remote audience focus on his speech) 
[bookmark: _Toc80721380]5	Requirements
· Multiple single-user participants are supported. 
· Communications between the single users can be conventional MTSI/Telepresence communications. MSMTSI could be used, and if that is used, then media data can be transmitted in separate media streams, and the layout of different participants is up to the client application/implementation.
· One 360 camera per location in multi-party conference scenarios involving multiple physical locations are allowed.
· Both in-camera stitching and network-based stitching are supported. 
· In case of camera stitching, stitched immersive video is sent from the conference room to the conferencing server (e.g., MSMTSI MRF or any other media gateway) and then from the conferencing server to the remote participants. If this is a one-to-one conversational session between the conferencing room and the remote participant, a media gateway in the middle may not be necessary. 
· In case of network-based stitching, different 2D captures are sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote participants. 

· It is recommended that MTSI and IMS Telepresence endpoints support codec, protocol and transport capabilities relevant for encoding, delivery and consumption of immersive speech/audio and immersive video.

1. Capability for the party that sends 360-degree video to send viewport-dependent and/or viewport-independent streams. 
1. Timely delivery of the changes in viewport orientation from the remote participants, and appropriate low-delay actions to update the viewport-dependent streams. Any changes in viewport orientation should not lead to latency-prone signalling, such as SIP renegotiations.
1. Capability to create viewport-dependent streams for individual UEs including an larger area of the original viewport for safe playback in the UE. 
1. A suitable coordinate system to be used as the standard way of communicating the orientation of the viewport. 
1. Given possible end device limitations as well as potential constraints on the conference room equipment, network-based processing should be considered for media workloads involving both conference room and remote participants, e.g., stitching of captured streams from the conference room, media composition, transcoding and prerendering for the remote participant, etc.
1. The following parameters need to be signalled in the SDP during call setup in addition to normal MTSI call signaling [1]. 
0. Initial viewport orientation. It is the default orientation from which to start the view at the receivers’ side.
0. Decoding/Rendering metadata, e.g., region-wise packing information, projection mapping information, frame packing information, etc. It is subject of discussion whether this information is signaled via SDP and/or within SEI messages with the media stream.
0. Capture Field-of-View (CFoV): as discussed during the definition of the use case, the system supports transmission of 360-degree video. However, the range of the FoV may be restricted in order to enhance user experience. The negotiation requires signaling the capture FoV of the capture device, and a response carrying the receiver’s preferred FoV (PFoV) depending on the remote UE, where the preferred FoV will be less than or equal to the captured FoV. 
0. Codec negotiation 
The high level signaling flows are depicted in Figure 5.1. The user C is not represented here for simplicity, but this is not a restriction for our reasoning. In this example MRF/MCU is not used.

 [image: ]
Figure 5.1 Signalling flow for a 360-degree conference call with unidirectional 360- degree video from A to B. 



1. Once the call has been established, remote parties (B or C) can send viewport orientation information using RTCP reports with yaw, pitch and roll data. These may be sent at fixed intervals or event-based, triggered by changes in viewport orientation. or hybrid combination of fixed interval and event-based triggers. When hybrid reporting scheme is used, the event-based feedback is triggered by any changes in viewport whereas the regular RTCP interval provides the sender with a regular update, in fixed intervals, of the viewport even if the event-based feedback is not received. The most efficient RTCP reporting scheme for viewport orientation information is for further study.
1. Capability to support the interaction where all media types will be presented to certain users and a subset of the media types are presented to the others.
1. Capability for the participant in room A with his or her own display device to receive a viewport independent or viewport dependent video from omnidirectional camera in room A. 
1. Capability for the remote party to share a viewport dependent video stream with embedded viewport metadata to another remote participant.
1. Capability for the participant in room A with his or her own display device to follow remote participant viewport presentation.
1. The capability to place overlays in the 360-degree video either within the device or pre-rendered through a network element. 
1. Transmission from sender to receiver of the coordinates of the location of the overlay (e.g. a presentation): this is a necessary and basic requirement that will give flexibility in the overlay placement at the receiver’s side. By sender/receiver it is meant either one of the parties or the MRF/MCU.
1. Avoid that the overlaid background content is transmitted unnecessarily at high quality within the user viewport: this is a basic issue that overlays cause to viewport-dependent streaming. The content in the viewport is always streamed at higher quality. However, when an overlay with different content is sticked on top of (part of) the viewport, the content behind the overlay does not need to be sent ay higher quality. This allows saving bandwidth or increase the quality in the viewport for the non overlaid parts.
1. Enable some form of interaction with the overlay (e.g., moving or rotating the overlay, resizing it, switching it on/off, etc.): these are basic and simple ways to interact with the overlay, to increase flexibility and utility of an overlay. 
1. Capability for users to receive an incoming interaction message (e.g., SMS, chat message, voice call or audio-visual call) from other users as an overlay: this is a good way to allow integration of other 3GPP services and applications into ITT4RT/MTSI applications in order to increase the value of the first VR applications for 3GPP.    
1. To facilitate network-based stitching, it is possible to signal camera calibration parameters for each 2D video capture (i.e., each camera lens) transported from the conference room to the conferencing server at the beginning of each session. Relevant intrinsic and extrinsic camera parameters can include lens numbers, layouts, positions, angles, radius, distortion, entrance pupil and resolutions.  
1. An RTP receiver should be able to signal higher-level metrics such as Motion to High-Quality Delay to the sender to assist in bandwidth adaptation and monitoring. 
1. Allow still background images to be used when network conditions do not permit transmitting a video stream for the area outside the viewport. 
1. A sender can offer support for conditional overlays in session signalling and receiver can understand it. 
1. To activate/deactivate conditional overlays, a receiver is capable to signal one or more regions and their associated conditions using RTCP feedback/SDP to the sender during a media session. 
1. Capability to identify the location of the presentation and where to insert an overlay of the alternative presentation into the omnidirectional content:
· while stitching the different camera images together in the network
· after the stitching of the camera images into the omnidirectional video (e.g. by reencoding the omnidirectional video in the network)
· after receiving the stitched omnidirectional video and the overlay by the receiving client
· If the overlay is represented in video format, it should be delivered over RTP. If the overlay is represented in formats other than video (e.g., images), then the overlay may be delivered considering the following formats and protocols: 
· the overlay may be delivered using the WebRTC data channel (SCTP/DTLS) [15], which is currently already defined for both MTSI in TS 26.114 and IMS-based Telepresence in TS 26.223.
· the overlay may be represented according to the HEVC image format as specified in Annex B of [26]. Accordingly HEIF image items and image sequences are described as regular HEVC media streams. It should be possible to use the HEVC Payload format as described in RFC 7798 for the delivery of the HEVC images, image collections, and image sequences (details TBD). All NAL units of an HEVC image stored as meta items are extracted and transmitted as HEVC access units with the same presentation time stamp.
1. Capability to signal one or more regions of the 360 degree video over which overlay media should not be completely or partially rendered at the receiver side.  The provided information can be used when a receiver is rendering viewport-relative overlays over its selected viewport.
[bookmark: _Toc80721381]6	Architecture
The current MTSI service architecture depicted in Figure 4.1 of TS 26.114 [1] is applicable for immersive teleconferencing. No further architectural gaps are identified.
In terms of the reuse of existing MTSI functionality, the following may be observed:

1. For in-camera stitching, stitched immersive video is sent from the conferencing room to the conferencing server (e.g., MSMTSI MRF) or directly to the remote participant (e.g., one-to-one conversation) in one or more RTP streams (e.g., established via SDP). Multiple RTP streams may be used in case tile or sub-picture based delivery optimization is in use.
1. For network-based stitching, multiple RTP streams are established (e.g., via SDP, using MSMTSI) between the conferencing server and conference room, each of which carries a particular 2D capture. These RTP streams are then sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce one or more RTP streams containing the immersive video, which are then distributed to the remote participants (e.g., again via MSMTSI). Multiple RTP streams may be used for the immersive video in case tile or sub-picture based delivery optimization is in use.
[bookmark: _Toc80721382][bookmark: _Hlk90323216]7	Potential Solutions
Abc.
[bookmark: _Toc80721383]8	Selected solutions in TS 26.114 or TS 26.223 
Abc.
[bookmark: _Toc80721384]9	Example Signalling flows
Abc.
[bookmark: clause4][bookmark: _Toc80721385]4	Examples for styles
The main text of the document should start here, after the above clauses have been added.
The following styles and editing techniques are aimed to help in the formatting of the document using the 3GPP Template: 3GPP_70.dot, available from the 3GPP FTP site (ftp://ftp.3gpp.org/Information).
[bookmark: _Toc80721386]4.1	Heading styles
Heading styles are included in the 3GPP TS Template and are used as follows:
Do not use any built-in automatic numbering for 3GPP documents. Although this is sometimes useful in the early drafting stages of a document, once the document has been placed under change control, the clause numbering needs to be fixed in order to keep cross-reference consistency as the 3GPP specification set develops.
Heading 1:	Used for Main clauses (1, 2, 3, etc.). Also used for Annex clauses (A.1, A.2, etc.).
Heading 2:	Used for Main clauses (4.1, 4.2, 5.1, 5.2, etc.). Also used for Annex clauses (A.1.1, A.1.2, etc.).
Heading 3:	Used for 2nd level clauses (4.1.1, 4.1.2, 5.1.1, 5.1.2, etc.). Also used for Annex clauses (A.2.1.1, A.2.1.2, etc.).
Heading 4 & 5:	Used for 3rd and 4th level clauses and Annex clauses.
Heading 6 & 7:	Not used, instead use style "H6" so that the title appears in the document, but does not appear in the Table of Contents.
Heading 8:	Used for Main Annex titles in Specifications (3GPP TS) (e.g. Annex A (normative): ).
Heading 9:	Used for Main Annex titles in Reports (3GPP TR) (e.g. Annex A: ).
[bookmark: _Toc80721387]4.2	Other common styles
Normal:	Used for main document text.
NO:	Used for Notes in the text (Allows Tab and Indent). See example below.
NW:	Same as NO, but Without line space after. Used when there are many notes in sequence.
NOTE 1:	This is an example of a note formatted in style NW. The style is designed to allow space for note numbering and line wrap with a hanging indent. There is no line space after.
NOTE 2:	This is an example of a note formatted in style NO. The style is designed to allow space for note numbering and line wrap with a hanging indent. There is a line space after.
Bullet styles:	The following bullet styles are provided.
B1:	Bullet level 1 for main bullet points.
B2:	Bullet level 2 for sub bullets.
B3-B5:	for further sub bullets.
NOTE:	Bullets are usually formatted manually, using a hyphen ( - ) or alphanumeric identifiers: a), b), or 1), 2) etc. followed by a tab character. Automatic bullet features should not be used as they may be lost if template styles are re-applied later.
Table styles:	TAH, TAL, TAC, TAR, TAN, for TAble Headers, Left justified, Centred, Right justified and Notes in tables: Style TH is used for the Table Heading (title or caption). See example below.
Table 1: Example of table styles
	Col 1 Header (TAH)
	Col 2 Header (TAH)
	Col 3 Header (TAH)

	Left Justified (TAL)
	Centred (TAC)
	Right Justified (TAR)

	NOTE:	A special style is provided for notes within a table (TAN).



Warning: The default setting for table cells is to disallow rows to break at a page boundary. If you include tables with very long cells, likely to extend beyond the bottom of the page (bearing in mind the table header and the page header and footers, and the margin settings), then you must enable that row's "Allow row to break across pages" setting.
Figure styles:	Figures and graphics are formatted with style "TH" which keeps the figure with the following paragraph, usually the figure title. Figure Titles (captions) are formatted with style "TF". See example below.


Figure 1: Example figure layout. To remove "float over text" select the graphic and "Format Object ..." - De‑select "float over text" in the Position Tab
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The following material, though not specifically referenced in the body of the present document (or not publicly available), gives supporting information.
<Publication>: "<Title>".
[bookmark: _Toc80721390]
Annex <X> (informative):
Change history
For TRs under change control, use one line per approved Change Request
Date: use format YYYY-MM
CR: four digits, leading zeros as necessary
Rev: blank, or number (max two digits)
Cat: use one of the letters A, B, C, D, F
Subject/Comment: for TSs under change control, include full text of the subject field of the Change Request cover
New vers: use format [n]n.[n]n.[n]n
[bookmark: historyclause]
	Change history

	Date
	Meeting
	TDoc
	CR
	Rev
	Cat
	Subject/Comment
	New version

	
	
	
	
	
	
	
	



 

3GPP
image2.png
=

A GLOBAL INITIATIVE




image3.png
360-degree Video
Viewport-
Dependent

360-degree Video

Viewport-

) Dependent

/Conversat- Conversat-

/ ional ional
A/V A/V

Q »
[ : : [ ]
- Viewport Information

Conversational A/V





image4.png
S
I—
[ ] _ [ ]
360 Video
Viewport- Conversatmnal
Independent
360 Video 360 Video
[ ]

Viewport- dependent Viewport- dependent

—— >

Conversational A/V - w < Conversational A/V I‘ I:E

MRF/MCU

Viewport Information Viewport Information




image5.jpeg
Room X — Video Feed

360-degree Video

Viewport- Conversational
Independent AV
360-degree Video 360-degree Video c
Q Viewport- dependent Fe Viewport- dependent
¢ o= e
; < _Conversational AV, ™ o Conversational AV "

—) MRF/MCU—
Viewport Information Viewport Information




image6.png
Conversational AV

Viewportinformation

Viewport-dependent
video for C

| S———
Viewport sharing

Viewport-dependent
video for B

woneuLoju wodADIA





image7.png
Conversational A/V

Viewportinformation

Viewport-dependent
video for C

Viewport sharing

[

Viewport-dependent
video for B

woneuLoju wodADIA





image8.png
360
360-degree viewport
pendentvideo |

ey

e

Conversational AV

Sharing |

Viewportinformation

Viewport-dependent
video for C

Viewport-dependent
video for B

woneuLoju wodADIA

@ |

s |

FuonESRI)

oo

Viewport sharing




image9.png
e

360-degre

video

ool

A3
vevwolic
\iy
2

N
Room\A 3

gree
adent video

Re

adll

now/n

e

viewport. ae\pei\dfnt video
A
¥

Conversational A/V
—

video for C

Viewport-dependent
video for B

uonEuoj odwDIA

C——
F ksl |

s |

euos ianuoy

Viewport sharing




image10.png
[
Viewport sharing





image11.png
¥

M

now/an

Viewportinformation

Viewport-dependent

video for C

[ ————
Viewport sharing

Viewport-dependent
video for B

uoneuLIoju wodADIA

<~ mwma |

s |

FuonESRI)




image12.emf



Overlay 
1



Overlay 
2



Overlay 
1



Overlay 
2



Room A 360-degree video



A



Conversational A/V



360-degree 
Video Viewport-
Independent



360-degree Video Viewport-
Dependent



Conversational A/V



Viewport Information



User



MRF/MCU










Overlay 

1

Overlay 

2

Overlay 

1

Overlay 

2

Room A 360-degree video

A

Conversational A/V

360-degree 

Video Viewport-

Independent

360-degree Video Viewport-

Dependent

Conversational A/V

Viewport Information

User

MRF/MCU


image13.emf



Overlay 
1



Overlay 2: Not 
shared by Room A



Room A 360-degree video



Overlay 
1



Overlay 2



A



B



Conversational A/V



360-degree 
Video Viewport-
Independent



360-degree Video Viewport-
Dependent



Conversational A/V



Viewport Information



User



MRF/MCU










Overlay 

1

Overlay 2: Not 

shared by Room A

Room A 360-degree video

Overlay 

1

Overlay 2

A

B

Conversational A/V

360-degree 

Video Viewport-

Independent

360-degree Video Viewport-

Dependent

Conversational A/V

Viewport Information

User

MRF/MCU


image14.png
]

adjusting

Audio
mixer

Renderer

Video overlay with sound

Level
adjusting

360 video-

Overlay audio
Overlay video

Viewport Information
Renderer

m'ﬁ

Conversational A/V





image15.png
]

adjusting

Audio
mixer

Renderer

Video overlay with sound

Level
adjusting

360 video-

Overlay audio
Overlay video

Viewport Information
Renderer

m'ﬁ

Conversational A/V





image16.png
Conference Room UEB

Initial viewport orientation + Decoder
A metadata + Codec information + Capture FoV

Preferred FoV < Capture FoV

Call Established, Sending 360-degree Media

RTCP FoV updates





image17.emf
 

Ensure the graphic is not set to "float over  text" as this is not visible in  Draft   View.  


oleObject1.bin


Ensure the graphic is not set to "float over text" as this is not visible in Draft View.












image1.jpeg
s




