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[bookmark: foreword][bookmark: _Toc48580978]Foreword
[bookmark: spectype3]This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc48580979]Introduction
In this Technical Report, we study the architectural enablers and extensions to the 5G Media Streaming Architecture for edge media processing. It covers aspects such as discovery, configuration, execution, and management of media processing in 5G to address the needs identified for example by the XR5G and FLUS items. 
[bookmark: scope][bookmark: _Toc48580980]
1	Scope
This clause shall start on a new page.
The present document …
[bookmark: references][bookmark: _Toc48580981]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".
[bookmark: definitions][bookmark: _Toc48580982]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc48580983]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc48580984]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc48580985]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>

[bookmark: clause4][bookmark: _Toc48580986]4	Overview of Relevant Architectures
[bookmark: _Toc48580987]4.1	General

[bookmark: _Toc48580988]4.2	SA6 Edge Architecture

[bookmark: _Toc48580989]4.3	SA2 Edge Support
[bookmark: _Toc48580990]4.4		SA5 Edge Management
[bookmark: _Toc48580991]4.5	5GMS Architecture

[bookmark: _Toc48580992]5	Use Cases for Edge Media Processing
[bookmark: _Toc48580993]5.1 	General
Editor’s Note: only relevant use cases should be documented.
[bookmark: _Toc48580994]5.2			Downlink Streaming Use Cases
[bookmark: _Toc48580995]5.2.1	Caching Downlink Streaming Content
	Use Case Name

	Caching downlink streaming content

	Description

	A Mobile Network Operator that deploys a downlink streaming service or supports the delivery of media content from a third-party service wants to offer that content in the highest possible quality to all of its users. The MNO also notices that video streaming already accounts for a large part of the traffic on the backhaul network. For these reasons, the MNO wants to offload (part of the) content hosting from the CDN to caches near or within its network. Users of the service may access the content from the edge, allowing them to select higher quality renditions of the content (e.g., DASH representations) and play it back without interruptions. The MNO may improve the hit ratios of the cache by employing intelligent caching. Furthermore, to ensure that clients access the content from the optimal edge, the network operator may want to direct clients to this edge.

	Categorization

	Type: CDN
Delivery: Download, Live Streaming, On Demand Streaming
Device: Phone, tablet, HMD, TV

	Preconditions

	End user devices should be able to stream, decode, and display the video streams. Modern smartphones already have these capabilities.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	The capabilities of edge nodes are similar to regular CDN nodes distributing video content, although at smaller scale. This means that edge nodes should have storage and HTTP serving capabilities, and UEs should have high-bandwidth connectivity to edge nodes. Higher video quality, less playback interruptions, and shorter loading times improve the QoE.

	Feasibility and Industry Practices

	TBD

	Nominal Cost Analysis

	Using edge computing for video content caching is the next step in distributing video delivery. It will allow MNOs and streaming services to further scale up and serve more users, while reducing load on the backhaul network. As in a regular CDN node, a node at the edge can be used by many users at the same time and servers scale horizontally. MNOs can use existing facilities at PoPs or points further in the network with serving capabilities. 

	Benefits and Impact

	The major benefit is expected for MNOs and service providers, who are able to serve more users with high quality video while significantly reducing the load on the backhaul network, thus improving the efficiency of the network infrastructure. End-users are expected to benefit as it will increase the access to content in a high video quality, also enabling demanding streaming applications including VR, and delivering those applications with shorter loading times and with fewer interruptions.

	Potential Technical Requirements

	· It should be possible for edge caches to be operated either by the MNO or by a third-party service such as a 5GMSd Application Provider.
· It should be possible for the network to steer clients to a certain edge or CDN.
· It should be possible for (third-party) services to specify caching directives.
· It should be possible for DASH clients to send hints (e.g., about anticipated upcoming requests) to the network enabling intelligent caching on the edge.
· It should be possible for the network to send hints to clients regarding the delivery of content from the edge (e.g., about availability or bandwidth).

	Potential Standardization Status and Needs

	TBD




[bookmark: _Toc48580996]5.2.2	Split Rendering
	Use Case Name

	Split Rendering

	Description

	The system design for split rendering follows the discussion and requirements from TR26.928, clause 6.2.5. The architecture us shown in Figure 1.
[image: ][bookmark: _Ref40712540]Figure 1 Split Rendering with Asynchronous Time Warping (ATW) Correction


Raster-based split rendering refers to the case where the XR Server runs an XR engine to generate the XR Scene based on information coming from an XR device. The XR Server rasterizes the XR viewport and does XR pre-rendering. 
According to Figure Figure 1, the viewport is pre-dominantly rendered in the XR server, but the device is able to do latest pose correction, for example by asynchronuous time-warping (see clause 4.1) or other XR pose correction to address changes in the pose. 
-	XR graphics workload is split into rendering workload on a powerful XR server (in the cloud or the edge) and pose correction (such as ATW) on the XR device
-	Low motion-to-photon latency is preserved via on device Asynchronous Time Warping (ATW) or other pose correction methods.
The following call flow highlights the key steps:
1)	An XR Device connects to the network and joins XR application
a)	Sends static device information and capabilities (supported decoders, viewport)
2)	Based on this information, the XR server sets up encoders and formats
3)	Loop
a)	XR Device collects XR pose (or a predicted XR pose) 
b)	XR Pose is sent to XR Server
c)	The XR Server uses the pose to pre-render the XR viewport
d)	XR Viewport is encoded with 2D media encoders
e)	The compressed media is sent to XR device along with XR pose that it was rendered for
f)	The XR device decompresses video 
g)	The XR device uses the XR pose provided with the video frame and the actual XR pose for an improved prediction using and to correct the local pose, e.g. using ATW. 
According to TR 26.928, clause 4.2.2, the relevant processing and delay components are summarized as follows:
· User interaction delay is defined as the time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine. In the context of gaming, this is the time between the moment the user interacts with the game and the moment at which the game engine processes such a player response.
· Age of content is defined as the time duration between the moment a content is created and the time it is presented to the user. In the context of gaming, this is the time between the creation of a video frame by the game engine and the time at which the frame is finally presented to the player.
The roundtrip interaction delay is therefore the sum of the Age of Content and the User Interaction Delay. If part of the rendering is done on an XR server and the service produces a frame buffer as rendering result of the state of the content, then for raster-based split rendering (as defined in clause 6.2.5) in cloud gaming applications, the following processes contribute to such a delay:
· User Interaction Delay (Pose and other interactions)
· capture of user interaction in game client,
· delivery of user interaction to the game engine, i.e. to the server (aka network delay),
· processing of user interaction by the game engine/server,
· Age of Content
· creation of one or several video buffers (e.g. one for each eye) by the game engine/server,
· encoding of the video buffers into a video stream frame,
· delivery of the video frame to the game client (a.k.a. network delay),
· decoding of the video frame by the game client,
· presentation of the video frame to the user (a.k.a. framerate delay).
As ATW is applied the motion-to-photon latency requirements (of at most 20 ms) are met by XR device internal processing. What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause TR 26.928, clause 4.5, the permitted downlink latency is typically 50-60ms. 

	Categorization

	Type: XR, Cloud Computing, GPU
Delivery: Interactive, Split, Gaming
Device: Phone, HMD, Glasses

	Preconditions

	On the device, a gaming application may be installed
On the network, an XR Server is installed, that runs a gaming application as well GPU based rendering and an encoding.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
-	What are the technology challenges to make this use case happen?
-	Do you have any implementation information?
-	Demos
-	Proof of concept
-	Existing services
-	References
-	Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
>
Steam
Boundless XR: https://zerolight.com/de/news/press-releases/worlds-first-boundless-xr-over-5g-retail-experience

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>




[bookmark: _Toc48580997]6	Potential 5GMS Architecture Extensions
[bookmark: _Toc48580998]6.1	General
Editor’s Note: This clause will document the identified gaps. Identified gaps may go beyond the scope of the SA4 work, in which case the responsible groups will be contacted.
Editor’s Note: The potential extensions are mainly based on the identified relevant use cases in section 5. 
[bookmark: _Toc48580999]6.2	Common Extensions
[bookmark: _Toc48581000]6.3	Extensions for Downlink
[bookmark: _Toc48581001]6.4	Extensions for Uplink
[bookmark: startOfAnnexes][bookmark: _Toc48581002]
Annex <A> (normative):
<Normative annex for a Technical Specification>
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