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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The objective is to design a system architecture for the next generation mobile networks. The new architecture shall support at least the new RAT(s), the Evolved E-UTRA, non-3GPP accesses and minimize access dependencies.

Proposals for the new architecture can be based on an evolution of the current architecture or based on a "clean slate" approach.

The study shall consider scenarios of migration to the new architecture.

The expected work will include:

-
Investigation of high-level architectural requirements.

-
Definition of the terminology to be used as common language for architecture discussions.

-
Definition of the high-level system architecture as the collection of required capabilities, and high level functions with their interactions between each other.

The complete or partial conclusions of this study will form the basis for the normative work and/or for any further study.
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3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Access Traffic Steering: The procedure that selects the "best" access network for a new data flow and transfers the traffic of this data flow over the selected "best" access network. The selection of the "best" access network is typically based on criteria such as the network load, the measured radio signal quality, the application associated with the data flow, etc. Access traffic steering is applicable between 3GPP and non-3GPP accesses.

Access Traffic Switching: The procedure that moves all traffic of an ongoing data flow from one access network to another access network in a way that maintains the continuity of the data flow. Access traffic switching is applicable between 3GPP and non-3GPP accesses.

Access Traffic Splitting: The procedure that splits the traffic of a data flow across multiple access networks. When traffic splitting is applied to a data flow, some traffic of the data flow is transferred via one access and some other traffic of the same data flow is transferred via another access. Access traffic splitting is applicable between 3GPP and non-3GPP accesses.
Evolved E-UTRAN: In the context of this document Evolved E-UTRAN is E-UTRAN upgraded to interface with the next generation core. Evolved E-UTRAN includes Evolved E-UTRA.
Evolved E-UTRA: RAT that refers to an evolution of the E-UTRA radio interface for operation in the NextGen System.
Logical resource: A partition of one or a group of resources. 
Network Capability: Is a network provided and 3GPP specified feature that typically is not used as a separate or standalone "end user service", but rather as a component that may be combined into a service that is offered to an "end user".
NOTE 2:
For example, the location service is typically not used by an "end user" to simply query the location of another UE. As a feature or network capability it might be used e.g. by a tracking application, which is then offering as the "end user service". Network capabilities may be used network internally and/or can be exposed to external users, which are also denoted a 3rd parties.

Network function: Is a processing function in a network, which has defined functional behaviour and defined interfaces.

NOTE 3:
A network function can be implemented either as a network element on a dedicated hardware, or as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Slice: Is composed of all the network functions that are required to provide the required telecommunication services and network capabilities, and the resources to run these network functions.
NOTE 4:
In this document a Network Slice is equivalent to a network slice instance.
Editor's note:
It is for the RAN WG to determine how the network slicing applies to RAN. It is FFS whether some aspects of level of isolation/separation should be part of the  Network Slice definition.

NOTE 5:
The PLMN may consist of one or more network slices. The special case of just one Network Slice is equivalent to an operator's single, common, general-purpose network, which serves all UEs and provides all telecommunication services and network capabilities that the operator wants to offer.
NextGen RAN (NG RAN): In the context of this document, it refers to a radio access network that supports Evolved E-UTRA and/or new radio access technology and interfaces with the next generation core.
NextGen System (NG System): It refers to NextGen system including  NextGen RAN and NextGen Core.
NextGen UE (NG UE): It refers to an UE connecting to the NextGen System.
PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a data network .
PDU Session: Association between the UE and a data network that provides a PDU Connectivity Service.
PDU Session of IP Type: Association between the UE and an IP data network.
Physical Resource: A physical asset for computation, storage or transport including radio access.
Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point changes.
Session Continuity: The continuity of a PDU session. For PDU session of IP type "session continuity" implies that the IP address is preserved for the lifetime of the PDU session.
Telecommunication Service: is defined in TR 21.905 [1] as a bearer service or a teleservice.
NOTE 1:
In the context of this document it refers to the telecommunication services that are specified by 3GPP and which therefore may be provided by a network or a network slice that bases on 3GPP specifications.
3.2
Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
NF
Network Function

VNF
Virtual Network Function
4
Architectural Requirements, Assumptions and Principles
4.1
High level Architectural Requirements
Editor's note:
This clause will document high-level architectural requirements that guide the architecture study.
The architecture of the NextGen System shall:

1
Support the new RAT(s), the Evolved E-UTRA, and non-3GPP access types. GERAN and UTRAN are not supported:

a)
As part of non- 3GPP access types, WLAN access and Fixed access shall be supported. Support for satellite access is FFS.

2
Support unified authentication framework for different access systems.

3
Support multiple simultaneous connections of an UE via multiple access technologies.

4
Allow independent evolutions of core network and RAN, and minimize access dependencies.

5
Support a separation of Control plane and User plane functions.

6
Support transmission of IP packets, non-IP PDUs and Ethernet frames.

NOTE 1:
This requirement assumes a point-to-point link between the UE and the data network.

7
Leverage techniques (e.g. Network Function Virtualization and Software Defined Networking) to reduce total cost of ownership, improve operational efficiency, energy efficiency, and simplicity and flexibility for offering new services.

8
Efficiently support different levels of UE mobility (including stationary UE(s)) / service continuity.

9
Support different levels of resilience for the services provided by the network.

10
Support different means for reducing UE power consumption while UE is in periods with data traffic as well as in periods without data traffic.

11
Support services that have different latency requirements between the UE and theData Network.

12
Minimize the signalling (and delay) required to start the traffic exchange between the UE and theData Network, i.e. signalling overhead and latency at transition from a period where UE has no data traffic to a period with data traffic.

13
Support access to applications (including 3rd party applications) with low latency requirements hosted close to the access network within the operator trust domain.

NOTE 2:
The details of applications are beyond the scope of 3GPP.

NOTE 3:
Details of hosting of applications is considered beyond scope in this release.

14
Support optimized mechanisms to control (includes avoiding) signalling congestion.

15
Efficient network support for a large number of UEs in periods without data traffic.

16
Support network sharing.

17
Support roaming:

a)
As part of roaming, the architecture shall support both routing of user traffic entirely via the VPLMN and routing of the user traffic back to the HPLMN. 

18
Support broadcast services.

19
Support network slicing.

20
Support Architecture enhancements for vertical applications.

21
Support dynamic scale-in /scale-out.

22
Minimize energy consumption in the overall network operation.

NOTE 4:
Specific architecture work resulting from the previous requirement may have to be addressed by SA WG2, SA WG5, or both.

23
Support critical communications, including mission-critical communications.

24
Support network capability exposure

25
Support efficient transmission of user data with characteristics required by Stage 1 requirements (e.g. low throughput short data bursts) including support of SMS.

26
Support regulatory requirements for Lawful Intercept.

27
Support a flexible information model with relationships between user related managed data, and with a level of abstraction sufficient to be independent of any specific protocols.

NOTE 5:
The previous requirement may have to be addressed by SA WG2, SA WG5, orstage 3 working groups.

28
Support optimized distribution of the data and the location of the data repositories in the network (access and core network) for efficient management of user related data by network entities.

4.2
Architectural Assumptions

Editor's note:
This clause will document the identified common architecture assumptions during the study. The assumptions refer to items (e.g. architecture shall define RAN - core functional split) that must be fulfilled by the new architecture.

Editor's note:
The terminology in this clause is reused from Architecture requirement 1 in clause 4.1. This terminology should be aligned throughout the TR once RAN terminology is defined by e.g. RAN WGs.

1
The functional split between NextGen core and access network shall be defined with support for the new RAT(s), the Evolved E-UTRA and non-3GPP access types.

2
A NextGen Core-NextGen RAN interface supporting new RAT(s) and the Evolved E-UTRA shall be specified.

3
The method how the NextGen UE interfaces with the NextGen Core - if any - is FFS. Regardless whether the UE is connected to either or both of the new RAT(s) and the Evolved E-UTRA, the number of NextGen UE - NextGen Core signalling association – if they exist in the final solution - is not impacted.

Editor's note:
Whether the number of UE - NextGen Core signalling association is impacted when a UE is connected to multiple network slices (possibly involving multiple RATs), and/or non-3GPP access, is FFS.

4
It shall be possible to verify that the UE is allowed to access a specific network slice.
5
The life cycle management of network slice instances and network function instances are assumed to be within the scope of SA5.
4.2.1
Initial High level architectural view

This clause shows the high level architecture that can be used as a reference model for this study. Figure 4.2.1-1 shows the NextGen UE, NextGen RAN, NextGen Core and their reference points.
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Figure 4.2.1-1: Initial High level architecture view for NextGen RAN

Editor's note:
If, and possibly how, the NextGen UE interfaces with the NextGen Core is FFS.

Editor's note:
High level architecture view for non-3GPP access is FFS.

4.2.2
Reference points

NG2:
Reference point for the control plane between NextGen RAN and NextGen Core.

NG3:
Reference point for the user plane between NextGen RAN and NextGen Core.

NG1:
Reference point for the control plane between NextGen UE and NextGen Core.

NG6:
It is the reference point between the NextGen Core and the data network. Data network may be an operator external public or private data network or an intra-operator data network, e.g. for provision of IMS services. This reference point corresponds to SGi for 3GPP accesses.

4.3
Architectural Principles

Editor's note:
This clause will document the identified architecture principles during the study. This clause provides the guiding principles (e.g. establishing a session on demand for IoT devices, support for non-IP connectivity), key drivers for the architecture.

-
The UE may be attached to the network without having an established session for data transmission.

-
The number of reference points between the UE and the NextGen Core Network for the control plane over a single RAN should be minimized, independently of the functional composition of the control plane CN functionality.

5
Key Issues

NOTE:
All the key issues are assumed to adhere to the list of architectural requirements, assumptions and principles in clause 4 and therefore these requirements, assumptions and principles are not repeated as part of the key issue descriptions.

5.1
Key issue 1: Support of network slicing 

5.1.1
Description

Network slicing enables the operator to create networks customised to provide optimized solutions for different market scenarios which demands diverse requirements, e.g. in the areas of functionality, performance and isolation.

Solutions for this key issue will study:

-
Functionality and capabilities within 3GPP scope that enables the next generation system to support the Network Slicing and Network Slicing Roaming requirements defined in TR 22.864 [7] and in normative stage 1 specifications (when available), including but not limited to:

-
How to achieve isolation/separation between network slice instances and which levels and types of isolation/separation will be required;

-
How and what type of resource and network function sharing can be used between network slice instances;

NOTE:
Details of which resources are meant and how they relate to the 3GPP architecture is to be clarified as part of the solutions to the key issue.

-
How to enable a UE to simultaneously obtain services from one or more specific network slice instances of one operator;

-
What is within 3GPP scope with regards to Network Slicing (e.g. network slice creation/composition, modification, deletion);

-
Which network functions may be included in a specific network slice instance, and which network functions are independent of network slices;

-
The procedure(s) for selection of a particular Network Slice for a UE;

-
How to support Network Slicing Roaming scenarios; and

-
How to enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g. enterprises, service providers, content providers, etc.) that require similar network characteristics.

The required definitions and terminology will be agreed upon during the work, e.g. adopting any terminology and definitions from SA1, NGMN etc. Additional input from e.g. NGMN or other industry organisations on Network Slicing will be considered.
5.1.2
Work Tasks

Table 5.1.2-1: Work Tasks for Network Slicing
	Work Task ID
	Work Task(s)
	Work Task Description

	NS_WT_#1
	Network Slice Instance Selection and Association
	1) Initial network slice instance selection to support UE’s service establishment and re-selection to support UE mobility and other scenarios that are TBD,  

Note: More scenarios beyond the mobility need to be identified that may trigger network slice instance re-selection.

2) Network slice instance identification, 

3) authorization for UE association with network slice instance 

4) Network assistance information support for UE network slice instance association with corresponding PLMN

	NS_WT_#2
	Network Slicing Isolation
	1) Security isolation 

2) Resource isolation

3) OAM support isolation (e.g. Usage and Fault isolation etc.)

Note: Whether all items listed here are within the scope of SA2 is FFS.

	NS_WT_#3
	Network  Slicing  Architecture
	1) Identifying impacted network functions and interfaces to support one or more network slice instances on top of a shared RAN and a shared infrastructure. 

2) Identifying the common functions (if any) that need to be available in the core network and/or RAN to enable network slicing 

3) Identifying the approach to enable UE to associate with multiple slices simultaneously.

	NS_WT_#4
	Network Slicing Roaming support
	1) Determination what visiting and home Network Function(s) are required to support roaming. 

	NS_WT_#5
	Network Slicing terminology & definitions
	1) If Network Slice Instance is agreed to apply E2E system, then, we should consider new terminology for Access slice instance and Core slice instances.


5.2
Key issue 2: QoS framework

5.2.1
Description

This key issue should study the QoS framework for the system architecture i.e. the required functions (in both CP and UP) and a functional split between UE, Access Networks and CN, and any necessary QoS related signalling between those functions. The QoS framework should enable the operator to provide QoS for the wide range of use cases is expected to be fulfilled by the NextGen architecture.

The architecture should support QoS in such a manner that it fulfils the following principles:

-
Solution for QoS framework should allow ease of reuse of Next Generation core for various access technologies (i.e. 3GPP access, non-3GPP access).

-
Solution for QoS framework should allow independent evolution of core and access technologies (i.e. 3GPP access, non-3GPP access).

-
Solution for QoS framework within NextGen core network is not access specific.

-
Solution for QoS framework enables optimal service level quality as per application needs, optimizing network capacity utilization.

Editor's note:
There may be interactions with key issue on network capability exposure (i.e. QoS for 3rd party applications).

-
A QoS framework that can provide adequate QoS handling for:

-
Services whose characteristics have been explicitly provided to the 3GPP system (e.g. via Rx interface).

-
Services/applications whose characteristics have been explicitly deduced by the 3GPP system.

-
Services whose characteristics have been implicitly deduced by the 3GPP system (e.g. by subscription).

-
Applications with non-deducible service data flows.


Solution for QoS framework should identify proper QoS granularities (e.g. per-UE, per-flow) and QoS parameters (e.g. maximum bit rate, guaranteed bit rate, priority level).

Editor's note:
The need and the solutions for inter system change between NextGen and EPS are expected to be studied in other key issues, e.g. those on migration and coexistence with legacy systems. Depending on the outcome of interworking, QoS mapping between NextGen and EPS QoS framework should be specified.

-
Solution for QoS framework should be able to support E2E QoS control (i.e. it should consider QoS control in RAN, CN, and transport network).

In terms of description the candidate solutions should clarify the following items:

-
Functions: the required functions (including both CP and UP) and a functional split between UE, Access Networks and CN.

-
Functional entities: indication of QoS control points, QoS enforcement points and the associated reference points.

-
QoS model: how is QoS handled on each reference point (e.g. per packet, per flow, aggregation of flows etc.).

-
QoS characteristics: the list of parameters (e.g. maximum bit rate, guaranteed bit rate, priority level) needed for the QoS framework.

-
QoS related information exchange: how is QoS information conveyed to entities where it is enforced (e.g. to UE, to RAN, or to user plane gateways).

-
Traffic identification: how is traffic identified (e.g. means beyond traffic identification based on L3/L4 information such as the IP-5-tuple for IP traffic) at the various QoS provisioning/enforcement points and at what level (e.g. per packet, per flow or as an aggregate of flow etc.) for both uplink and downlink direction? How is traffic identified at the UE for both uplink and downlink direction?

-
Traffic separation: how is traffic separation achieved (in the core as well as on the CN-RAN interface) for QoS treatment; solutions shall also clarify the granularity of the traffic separation.

It should be noted that the items listed above are not exhaustive.
5.2.2
Work Tasks

Table 5.2.2-1: Work tasks for QoS framework
	Work Task ID
	Work Task(s)
	Work Task Description

	QoS_WT_#1
	QoS parameters, i.e. how to describe the authorised treatment of the data traffic
	1.1 Which QoS parameters may be used to describe the delivery of PDUs in the NextGen system and what is the traffic granularity on which these parameters apply (e.g. service data flow, PDU Session, UE, etc.)?

NOTE 1: Clarify if GBR is part of the QoS parameters.

NOTE 2: The QoS parameters describe the expected traffic handling provided by the NextGen system to a specific user data traffic flow in terms of priority, pre-emption, latency, error rate, etc.

	QoS_WT_#2
	How  the application layer may request a specific treatment of the traffic
	2.1 What are the parameters and procedures used to describe the application QoS requirements?

NOTE 3: The term “application” here refers to the AF or to the application client in the UE.

	QoS_WT_#3
	How to distribute the QoS parameters describing the authorised treatment of the data traffic
	3.1 Is QoS information signaled on each of the reference points in the architecture assumed for a given solution and how:

-    e.g. per Layer-3 aggregate (flow), per Layer-2 aggregate, per application, other?

-    which QoS parameters, and for which direction (UL, DL, both)?

-    for which type of traffic (e.g. traffic authorised via NG5, traffic authorised by subscription, etc.)?

NOTE 4: If there is a need for multiple UP function(s) (thus multiple reference points from CP functions to multiple UP functions instances), clarify how many instances are needed in a non-roaming scenario and clarify the functional differences between them (if any).

NOTE 5: There is no assumption that C-plane signaling is needed to support QoS of all types of traffic.

	QoS_WT_#4
	How to associate the authorised QoS treatment  to User Plane data traffic
	4.1 Is per-PDU marking used over RAN-CN interface and how?

- What information is contained in the marking?

- How is it determined by the sending side (CN or RAN)?

- How is it used by the receiving side (RAN or CN)? (feel free to make assumptions about the QoS services provided by RAN)

4.2 How is a service data flow associated to a per-PDU marking?

NOTE 6: there is no assumption that U-plane marking is needed to support QoS of all types of traffic.

	QoS_WT_#5
	Non-3GPP access
	5.1 Describe how the QoS framework applies to non-3GPP access

	QoS_WT_#6
	Support for Non-IP PDU
	6.1 Describe how QoS for non-IP PDUs is supported:

-  What is the granularity used for QoS differentiation?

-  How are non-IP PDUs identified for differentiated QoS (if any) within a PDU Session?

	QoS_WT_#7
	Roaming, interworking and migration
	7.1 How is QoS supported in roaming, interworking and migration scenarios. Further details are FFS.

	QoS_WT_#8
	Alignment with Policy Framework and Charging
	8.1 Check overall QoS solution compatibility with solutions studied in key issue #10 (Policy Framework) and key issue #11 (Charging)

	QoS_WT_#9
	GBR traffic
	9.1 How is “GBR traffic” handled?

NOTE 7: “GBR traffic” refers to traffic that is traditionally first subject to admission control, after which it is handled in a way that guarantees that no congestion-related packet drops will occur under any system load, as long as the offered traffic remains within its GBR envelop.


5.3
Key Issue 3: Mobility management framework 

5.3.1
Description 

This key issue will look into proposing solutions for a Mobility Management (MM) framework that enables the operator to provide mobility support which, if needed, includes session continuity for all types of UEs that connect to the NextGen core via 3GPP accesses and/or non-3GPP accesses. The MM framework in the NextGen system will support mobility on demand concept [4]. This key issue will attempt at developing a comprehensive MM framework for the NextGen system that is adaptive, flexible and intelligent, to cater for the disparate NextGen mobility requirements.

The solutions should define the level of mobility support for a UE, describe how and when the level of mobility is determined, and evaluate the benefits achieved as a result of the mobility on demand concept.

Solutions for this key issue will at least study: 

-
Mobility management signalling for:

-
UE/User registration to the network;

-
Support of reachability to enable mobile terminated communication;

- 
Detection of UEs no longer reachable;

-
Assignment of CP and UP network functions (as needed); and

-
Mobility Restrictions, e.g. forbidding mobility at certain locations.

Editor's note:
It is FFS whether aspects related to support of Geographical Location Services (e.g. to support stage 1 requirements for high positioning accuracy) is to be included in this key issue or in a separate key issue.

-
Definition of mobility states and how to transition between the states.

NOTE:
Defining the mobility states will be performed together with the RAN working groups.

-
How to support mobility on demand for different levels of mobility. Possible examples for different levels of mobility support are:

-
Supported over a given area within a single RAN node (such as a cell of an eNodeB).

-
Supported within a single RAN node (such as an eNodeB).

-
Supported in a UE registration area (such as a TA in EPC).

-
Supported in the service area of a control plane or user plane CN entity (such as an MME pool area or a Serving GW service area in EPC).

-
Supported within a given RAT or combination of RATs integrated on the RAN level (such as LTE and 5G RAT).

-
Supported between two access technologies.

NOTE:
Study on mobility limitations in RAN will be performed together with RAN working groups.

-
How to determine the level of UE mobility support, e.g. by what characteristics/method, which criteria; and

-
How to obtain the information (e.g. application's needs, device UE capabilities, used services) in order to determine the appropriate level of mobility of the UE.

-
How to enable operators to update the level of mobility support provided for UE, e.g. during session management procedures?

-
Methods to limit the amount of mobility management signalling between NextGen core and the access, within the NextGen core as well as between the NextGen core and the UE;

-
Mobility support in interworking and network migration scenarios;

-
How to support mobility between different access systems, including:

-
between 3GPP accesses (the level of interworking between 3GPP accesses i.e. seamless mobility or not is being defined by Stage 1 requirements);

-
between 3GPP accesses and non-3GPP accesses;

-
between non-3GPP accesses; and

-
studying the location of the mobility anchor point(s) (i.e. mobility anchor point includes UP network function and CP network function for mobility) and the use of mobility anchor point(s) for inter and intra access system(s) change due to user mobility (e.g. the study of buffering for idle mode UE, if applicable).

-
The impacts of other architectural features (e.g., separation of control and user planes, QoS concepts) on the mobility management.
5.3.2
Work Tasks

Table 5.3.2-1: Work tasks for Mobility Management
	Work Task ID
	Work Task(s)
	Work Task Description

	MM_WT_#1
	Access control 
	1. Access control, when the UE registers with the network for obtaining services from the network, considering service, roaming, RAT restrictions. Access/RAT steering. UE and network capability handling.

2. Registration state model.

Note: this WT may also be applicable for non-3GPP access.

	MM_WT_#2
	UE reachability management 
  
	1. Means for reaching the UE to enable mobile terminated communication, specifically during the various power saving means, like DRX or idle mode

2. Connection state model
3. Detection of UEs no longer reachable 

	MM_WT_#3
	UE Mobility levels
	1. What type of resources will be saved both on the network and the UE?

2. Define the different UE mobility levels (e.g. high, medium, low, or none) to be supported on the NextGen system.

3. How to determine the level of mobility support required e.g. by what characteristics/method, which criteria, and how to transition between different levels?

4. How to obtain the information in order to determine the appropriate level of mobility of the UE?

5. What criteria will be used to transition between the different mobility levels?

6. How to save resources for UEs that do not require full mobility? 

7. How to enable operators to update the level of mobility support provided for UE?

NOTE: There may be interactions with the RAN working groups.

	MM_WT_#4
	Assignment of CP and UP network functions (as needed) during a MM procedure 
	1. What criteria will be used to determine mobility anchor point selection during MM procedure? 
  
Editor’s note: Relation with SM/SC procedure is FFS. 

	MM_WT_#5
	Mobility support in interworking and network migration scenarios 
	1. How and what level of mobility support be provided when UE moves to other networks? This work task is about interworking.

	MM_WT_#6
	Mobility between different access systems 
	1. What level of mobility interworking will be provided between 3GPP and non-3GPP accesses (i.e. seamless mobility or not)?

	MM_WT_#7
	Addressing and identifiers for MM 
	1. Addressing and identifiers necessary for MM. 
Note: This has dependency on other MM work tasks above. 

	MM_WT_#8
	Non-3GPP access 
	1. Support for non-3GPP related MM.


5.4
Key issue 4: Session management

5.4.1
Description

The session management is responsible for the setup of the IP or non-IP traffic connectivity for the UE as well as managing the user plane for that connectivity. Scenarios and mechanism, which may not require the session to be established, e.g., to provide efficient support for infrequent small user data transmission, will also be investigated.

Solutions to this key issue will study the following aspects related to session management:

-
Session management model, including:

-
describe UE related states and high-level procedures between the UE, AN and CN for session management, including establishing, maintaining and terminating both UE non-IP connectivity and IP connectivity in the NextGen system architecture.

-
how sessions are established on-demand instead of by default when attaching to the network.

-
session connection model, including identifying user plane functionality needed to provide IP and non-IP connectivity (e.g. IP anchor, tunnelling, etc.).

-
How session management work for UEs connected via multiple accesses， multiple connectivity, and/or multiple transport paths, including providing multiple simultaneous traffic connectivity for the UE.

-
Identify the correlation between session management and mobility management functionality, including:

-
studying whether separation of session management and mobility management is possible, and 

-
identifying the interactions between session management and the mobility framework required to enable the various mobility scenarios (including those where efficient user plane path, as defined in TR 22.864 [7] clause 5.1.2.2, is used) while minimizing any negative impact on the user experience.

-
Describe how the session management and mobility management can be decoupled for scenarios requiring it, if identified feasible as above. 

-
Investigate solutions to coordinate the relocation of user-plane flows with the relocation of applications (hosted close to the point of attachment of the UE) due to the mobility of users.

NOTE:
The actual relocation of applications is considered beyond scope of 3GPP in this Release.
-
Investigate solutions to optimally support intermittent connections due to unreliable links or energy saving strategies.
Solutions to this key issue will also study the following aspects related to transfer infrequent small user data with minimal signalling, including:

-
How to efficiently transmit and receive infrequent small amounts of data and short data bursts through the Next Generation System, including studying whether sessions need to be established to enable such services.

-
The solutions should allow for unidirectional transmission (i.e. uplink or downlink only transmission), efficient security mechanisms depending on user and/or operator needs, different options for addressing, charging, policing, inter-operator interworking.
5.4.2
Work Tasks
Table 5.4.2-1: Work tasks for Key Issue #4
	Work Task ID
	Work Task(s)
	Work Task Description

	SM_WT_#1
	SM model
	High-level functions definition and allocation (forwarding, address allocation, UP selection…)

	
	
	- PDU session type: support IP and non-IP connection

- Identifier: for DN and PDU session (e.g., reconsider whether to use APN or not)

	
	
	Basic procedures: on-demand SM setup, roaming/non-roaming support; Session maintenance (release, deactivation…) and related UE state change; UP function selection

	
	
	UP protocol or model, e.g.,

- Identify UP functionalities needed to provide IP and non-IP PDU session (e.g. IP anchor, tunnelling, etc.) 

- Whether to simplify/remove tunnel if no mobility/session continuity support;

	
	
	Support multi-PDU sessions to the same DN and different DN

	SM_WT_#2
	Relation between SM and MM
	SM and MM interactions, if any.

(Note: refer to the KI# 4 for detailed description)

	SM_WT_#3
	Efficient infrequent small data transfer
	Send and receive infrequent small amounts of data, including studying whether sessions need to be established to enable such services

- Allow for unidirectional transmission (i.e. uplink or downlink only)

- Efficient security mechanisms, different options for addressing, charging, policing, inter-operator interworking

	SM_WT_#4
	User plane flow relocation
	Coordinate the relocation of user-plane flows with the relocation of applications (hosted close to the point of attachment of the UE) due to the mobility of users

	SM_WT_#5
	Multiple access PDU sessions
	UE connected via multiple accesses, including non-3GPP


5.5
Key issue 5: Enabling (re)selection of efficient user plane paths

5.5.1
Description

TR 22.864 [7] (SMARTER NEO) has several requirements for efficient user plane paths. These requirements apply to communication between UEs attached to the same network, between a UE and a host in the Internet, and between a UE and a service providing entity residing close to the network edge.

This key issue will study solutions for selection of anchor point to achieve efficient user plane path, as well as enablement of reselection of anchor point to achieve efficient user plane path with minimum service interruption. A possible cause for user-plane path reselection can be UE mobility causing the current user plane path to become inefficient.

The criteria for user-plane path efficiency depend on application requirements and operator policies.

Solutions for this key issue will study at least the following items:

-
How to identify traffic for which (re)selection of efficient user plane path is needed.

-
Reselection of user-plane paths between UEs attached to the same network when the previous paths become inefficient.

-
Reselection of user-plane path between a UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts) when the previous path becomes inefficient.

-
Reselection of user-plane path between a UE and a service hosting entity residing close to the edge (including the radio access network) when the previous path becomes inefficient.

-
Reselection of user-plane path between UE and communication peers when the previous path is not able to meet the latency requirement of the UE's service.

-
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.

-
Interactions with session management, session continuity and/or mobility management framework.
5.5.2
Work Tasks
Table 5.5.2-1: Work tasks for Key Issue #5
	Work Task ID
	Work Task(s)
	Work Task Description

	Eff_WT_#1
	 Identification of traffic needing efficient user plane path (re)selection
	covers bullet 1 of §5.5.1

	Eff_WT_#2
	Criteria and trigger for efficient user plane path
	includes:

- criteria for efficient user plane path (re)selection,

- parameters influencing the selection of an user plane anchor point,

- triggers for user plane path reselection.
covers introductory text and bullets 2-5 of §5.5.1

	Eff_WT_#3
	Selecting or reselecting an efficient user path
	includes:

- procedures to perform selection or reselection of a user path

- minimizing impact to user experience (e.g. minimizing service interruption time and loss of packets)

covers introductory text and bullets 1-6 of §5.5.1, split out as the execution of the selection is orthogonal to the identification in WT#1 and WT#2

	Eff_WT_#4
	Interaction with SM, session continuity and/or MM
	includes:

- identifying the impacts on the mentioned KIs (KI#3,KI#4,KI#6)

covers bullet 7 of §5.5.1


5.6
Key issue 6: Support for session and service continuity 

Editor's note:
This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.

5.6.1
Description

In order to address the specific needs of different applications and services, the next generation system architecture for mobile networks should support different levels of data session continuity based on the Mobility on demand concept of the Mobility framework defined in Key Issue 3 or service continuity. For example, the next generation system may do one of the following on per session basis for the same UE:

-
support session continuity.

-
not support session continuity.

-
support service continuity when session continuity is not provided.

See Key Issue 3 for examples on the different levels of mobility support, where these levels also may apply to session continuity.

The purpose of this key issue is to study additional aspects such as:

-
The types of sessions to be considered in the context of session continuity;

-
The level of session continuity to be supported depending on e.g. the type of service such as broadband, group communications, mission critical communications, etc.;
-
Reducing the level of session continuity in some areas where QoE requirements are relaxed to meet deployment constraints, e.g. extreme rural deployments requiring maximal cost effectiveness and minimal energy consumption.
-
How the next generation system determines the level of session continuity support for a new session;

-
How it can be possible to apply one level of session continuity support for some sessions in a UE while, at the same time, apply a different level of session continuity for other sessions in the same UE; and

-
How to provide service continuity when session continuity is not provided (e.g. when the user-plane anchor for a UE is relocated). This includes identifying whether upper-layer service continuity mechanisms (e.g. SIP, MPTCP, SCTP, Host ID, DASH, etc.) are applied for a session and how to leverage or interact with such mechanisms.
5.6.2
Work Tasks

The following list of work tasks has been identified for key issue 6. 

Table 5.6.2-1 Work tasks for key issue 6
	Work Task ID
	Work Task(s)
	Work Task Description

	SSC_WT_#1
	Identify the types of session continuity to be supported in NextGen
	1.1 Which QoS parameters may be used to describe the delivery of PDUs in the NextGen system and what is the traffic granularity on which these parameters apply (e.g. service data flow, PDU Session, UE, etc.)?

NOTE 1: Clarify if GBR is part of the QoS parameters.

NOTE 2: The QoS parameters describe the expected traffic handling provided by the NextGen system to a specific user data traffic flow in terms of priority, pre-emption, latency, error rate, etc.

	SSC _WT_#2
	How the UE and the system determine the type of session continuity support for a new session
	Clarify how for example session continuity types can be controlled by subscription (including based on UE request or solely based on subscription)

Clarify how the UE determines the type of session continuity for a new session.
Clarify how the network can reject or “downgrade”/”upgrade” requests for specific continuity modes

	SSC _WT_#3
	Interaction with session management
	Document assumptions/impact on how to convey continuity types as part of SM signaling.

Document assumptions on user-plane function selection.

	SSC _WT_#4
	Session continuity wrt UE mobility
	Describe the relationship between session continuity (for the various types of session continuity) and mobility events, and how different PDU Sessions in a UE that have different session continuity levels are handled:  How it can be possible to apply one level of session continuity support for some sessions in a UE while, at the same time, apply a different level of session continuity for other sessions in the same UE  (e.g. handover intra-RAT, inter-RAT, 3GPP and non-3GPP.

SSC_WT#4.1 for intra-RAT

SSC_WT#4.2 for inter-RAT

SSC_WT#4.3 3GPP to non-3GPP

NOTE: May need to be delayed till after overall architecture with non-3GPP is defined

	SSC _WT_#5
	Service continuity when session continuity is not provided
	WT#5.1 Identify whether any relationship between NextGen system and upper-layer service continuity mechanisms is required

WT#5.2 Define such interaction if required


NOTE:
 though some of the solution aspects are depending on other key issues (e.g. SM signaling), we should try to identify which functionalities are impacted and the type of information needs to be exchanged over the reference points NG1, NG2, etc. (for common reference wrt other discussion), including pre-requisites before such exchanges and results. This will later allow plugging in the solutions into other KI solutions.

NOTE:
 relation with per-flow traffic switching is FFS.
5.7
Key issue 7: Network function granularity and interactions between them

5.7.1
Description

It is expected that network systems will consist of multiple physical and/or virtual network functions that may be deployed in the operator's network, and be able to support diverse service requirements.

To achieve flexibility, the next generation system architecture design should have the following capabilities: 

-
Support for network deployment with centralized or distributed control plane network functions including dynamic deployment of functions.

-
High function re-usability in network deployments through architecture principles that allow flexible network function deployment, ease of interfacing, flexible chaining, co-location of network functions.

The solution for the functional granularity should cover:

-
Criteria to determine the right level of granularity of next generation network functions, such as:

-
The level of inter-dependency between network functions

-
Need for independent scalability of individual network functions

-
Need for deployment of individual network functions within or across operator network (e.g. PLMN) boundaries

-
Need for supporting centralized or geographically distributed deployments

-
Based on above, identification of the network functions for the next generation architecture and definition of the set of functionalities supported by each of them.

NOTE:
The solution proposal for defining the right level of granularity of network functions will be based on the functionalities defined by the other key issues such as, session management, mobility management, QoS framework. As such it is expected that solutions addressing this aspect will be discussed after a degree of progress has been reached for other key issues.

For the control plane network functions, the solution should support flexible interconnection between them. For the user plane network functions, the solutions should support flexible chaining between them. The solution for the interconnection of the control plane network functions should allow:

-
Network functions to be able to interact with each other, e.g. for new services and features, while avoiding functional and signalling impact to unrelated network functions for a given interaction.

-
Mechanism for the exchange of information between network functions that results in agile/rapid deployment of new services, e.g. mechanism that allows reuse of procedures, wherever possible.

-
Ability to deploy network functions in various network configurations.
5.7.2
Work Tasks

Following work tasks are defined for the interconnection of network function part of this key issue.

Table 5.7.2-1: Work tasks for interconnection of NF

	Work Task ID
	Work Task(s)
	Work Task Description

	INF_WT_#1
	Network function interconnection reference model
	1. State assumption and/or applicability of the proposed reference model
2. Depict how the network functions are connected using the proposed reference model

3. Identifying a mechanism for a NF instance to interconnect to its peer NFs instances (e.g. via provisioning, selection and discovery etc.)

	INF_WT_#2
	Sample call flow
	1. Describe sample call flows, e.g. network function A sending a req/rsp to network function B


NOTE:
The above work tasks may not be completely independent of each other, e.g. sample call flow in INF_WT_#2 may depend upon the proposed interconnection reference model in INF_WT_#1.
5.8
Key issue 8: Next Generation core and access - functional division and interface 

5.8.1
Description

This key issue will address the following general aspects:

-
analyze in detail the functionality for the Next Generation Core and for the interface between the access networks and the Next Generation Core to support the LTE radio access network, the new, expected 5G radio access network (depending on information available from RAN design and the SMARTER requirements), and for non-3GPP access networks, in order to identify the functional split between AN and Core Network, and to identify if a single AN-CN interface can be specified which can be used across many different access networks. In particular, the functionality should be decomposed between:

-
access-specific functionality: such functionality applies only to a specific (set of) AN(s)

-
access-independent functionality: such functionality applies to all ANs, though the set of information/parameters/policies used for the functionality may be dependent on the specific AN

-
identify how the various functionality correlate to each other and identify interdependencies – i.e. impacting Next Generation Core, AN and UE

-
identify how the functionality can be modularized for the definition of a modular Next Generation Core -ANs interface that minimizes access dependencies and applies to any access networks

-
identify how to decouple the access network and the core network, and identify its effects and implications to the Next Generation Core. Such decoupling shall allow for parallel and independent design and evolution of access networks and core networks
-
identify how the UE interfaces with the Next Generation Core in a manner that minimizes access dependencies and that is applied independent of the access network via which the UE is accessing the Next Generation Core
Solutions and agreements for 3GPP RAN specific aspects should be prioritized in order to facilitate cooperation with 3GPP RAN. Aspects to consider for such solutions include e.g. functions which have impact to both CN and RAN, desired NextGen Core - RAN functional split and interface. The new RAT(s) and the Evolved E-UTRA should be taken into considerations. 

NOTE:
This key issue has dependencies on the solutions specified for other key issues such as QoS framework, Mobility framework, Session Management.

5.9
Key Issue 9: 3GPP architecture impacts to support network capability exposure

5.9.1
Description

The next generation system is expected to accommodate various services and TR 22.861 [4], TR 22.862 [5] and TR 22.863 [6] will continue to define requirements for key service categories, i.e. massive IoT, critical communications, and enhanced mobile broadband, respectively. To allow the 3rd party/UE to access information regarding services provided by the network (e.g. connectivity information, QoS, mobility, etc.) and to dynamically customize the network capability for different diverse use cases within the limits set by the operator, the next generation system should provide suitable access/exchange of network/connectivity information (e.g. via APIs) to the 3rd party/UE.

Solutions for this key issue will study the following aspects (non-exhaustive list):

-
Define network capability exposure framework.

-
Identify the mechanisms and interfaces to expose network capabilities to the 3rd party and/or UEs.

-
Identify the network information that can be provided to 3rd party ISPs/ICPs and to the UE to enable more customized and efficient service provision:

-
For any identified information, how the operator network to acquire information and to allow the 3rd party and/or UE to access these information.

-
How to create the network slice based on the requirement of the 3rd party or customize network function on-demand.

Editor's note:
Whether the above bullet involves possible work of SA2 is FFS.

-
Support the existing network capability exposure within the next generation system architecture

-
Support APIs for exposure of new network capabilities within the next generation system

NOTE 1:
Exposure of new system capabilities will be studied based on the exposure requirements captured in TR 22.861 [4], TR 22.862 [5], TR 22.863 [6] and TR 22.864 [7].

NOTE 2:
APIs are not necessarily in the scope of 3GPP.

Solutions for this key issue will assume that the next generation system should be able to expose network capabilities to the 3rd party and the UE and enable exchange of information in a secured way.

5.10
Key issue 10: Policy Framework

5.10.1
Description

In the EPC system, network functions are configurable via operator policies. This trend is expected to continue into the Next Generation System. These operator policies help shape a variety of network behaviours such as related to:

-
QoS Enforcement.

-
Charging Control.

-
Gating.

-
Traffic Routing.

-
Congestion Management.

-
Service Chaining.

-
Network (e.g. PLMN) Selection.

-
Access Type Selection.

-
Roaming.

-
Mobility.

-
Policies related to group of users.

-
Third party service handling.

The provisioning and enforcement of these policies can happen in:

-
UE.

-
Control Plane entities.

-
User Plane entities.

This key issue will look into solutions for a policy framework for the Next Gen System that takes into consideration all these related aspects.

NOTE:
Policies can be categorized further into different types e.g. subscription based policies, local operator policies, etc.

5.11
Key issue 11: Charging

5.11.1
Description

Mobile System Architecture cannot be considered complete without having appropriate charging support. While the charging requirements in Next Generation System are expected to be similar in nature to LTE/EPC, depending upon the Next Gen System Architecture how, where and when charging data gets collected and communicated can be different. This key Issue will look into the architectural aspects of collection of charging data.

The architecture shall support both Online and Offline charging. In addition it shall support various charging models including:

-
Application based charging / Group of Applications based charging.

-
Volume based charging.

-
Time based charging.

-
Volume and time based charging.

-
Session based charging.

-
Event based charging.

-
Access specific charging.

-
No charging.

-
Third party charging (sponsored data).

The solution should also investigate the charging for information exposed to applications hosted in the operator trust domain close to the UE's access point of attachment.

Only high level architectural aspects of charging are expected to be captured in SA WG2. Detailed charging architecture and solutions will be developed by SA WG5.

5.12
Key issue 12: Security framework

5.12.1
Description

The authentication function is responsible for the authentication of the identity (e.g. user identity) that is presented to the network, when a UE requests to receive service(s) from the next generation network.

Editor's note:
Whether additional entities different from UE would be considered is FFS depending by consolidation of SMARTER requirements.

NOTE 1:
The UE in the scope of this key issue are assumed to possess credential. How these credentials are provided is out of scope of this key issue. 

This Key Issue focuses on identifying the high level architectural aspects of the security framework. 

The NextGen core network shall efficiently and adequately support the following requirements relevant for the authentication functionality:

-
Next Gen core network should be capable to support various subscriber identity types as defined by SMARTER TR 22.891, TR 22.861 [4], TR 22.862 [5], TR 22.863 [6] and TR 22.864 [7], for example IMSI and other subscriber IDs such as URI e.g. for MTC UEs. In addition some UE may also be getting connected to the network via intermediate nodes.

-
NextGen core network should be capable to support roaming scenario.
The solutions for this key issue will be developed in co-operation with RAN for the network functionalities residing in RAN and especially with SA WG3 responsible for the definition of solutions addressing security and threats including the security architecture and access security and security framework for the next generation system.
The solution for this key issue will study the following aspects:
-
identify potential placement of authentication functionality within the NextGen core network.
-
identify whether and how authentication function supports the different connectivity models defined based on other key issues, including solutions defined for small and infrequent data handling.

-
identify how authentication solution efficiently and adequately supports (for example in terms of scalability of security signalling traffic, new types/formats of subscriber identities, etc.,) different kinds of scenarios and applications, for example, massive deployment mIoT with low activity, UE supporting MBB service, vertical services, etc.

-
whether and how UEs are authenticated per network slice or for multiple slices.

-
authentication in roaming scenario.

-
how established security associations or contexts are transferred between Network Functions and (re)used, e.g. when the UE's serving Network Function(s) change due to mobility.
5.12.2
Work Tasks
Table 5.12.2-1: Work tasks for Authentication Framework
	Work Task ID
	Work Task
	Work Task Description

	SEC_WT#0
	Security Architecture Framework
	- Provide overall security architecture.  This allows SA3 to provide security framework and overall security architecture as per SA3 study item.
- Minimize access dependencies. 
- Common aspects for WT#1 through WT#5 captured here. Flows in WT#1 through WT#5 can refer to this section.
- Consider single network slice scenario only in WT#1 to WT#8 section.

	SEC_WT#1
	Authentication and Key Agreement
	- Where are functions located, AN and/or CN and whether on some specific NF.

- Provide details of transport aspects for security signaling, 

	SEC_WT#2
	User Identity Confidentiality 
	- Where are functions located, AN and/or CN and whether on some specific NF.

- What identities are used/available that need confidentiality. 

	SEC_WT#3
	ME Identity checking
	- Where are functions located, AN and/or CN and whether on some specific NF.

- Checking of ME Identity

	SEC_WT#4
	System signaling protection (integrity/ciphering) 
	- Where are functions located, AN or CN and whether on some specific NF.

- Consider if AN and CN signaling needs separate protection.

- Are there signaling connection to multiple NFs from UE that need integrity/ciphering?



	SEC_WT#5
	User data protection (integrity/ciphering)
	- Where are functions located, AN and/or CN and whether on some specific NF.

- Consideration also case of CP/UP NF separation, as applicable.



	SEC_WT#6
	Non-3GPP Access
	- For WT#1 to WT#5, capture any specifics/adaptation for Non-3GPP access based on architecture for integration of non-3gpp accesses. Minimize access dependency 

	SEC_WT#7
	Security handling at CN NF change, e.g due to mobility
	- How established security associations or contexts are transferred between Network Functions and (re)used, e.g. when the UE's serving Network Function(s) change due to mobility. 

- Consider both 3GPP and non-3GPP access. 

	SEC_WT#8
	Small Data Considerations
	- Study security considerations related to small data traffic handling.

	SEC_WT#9
	Multiple slice aspects 
	- Consider multiple slice aspects of the above WTs in here.

- Are there separate security contexts for different slices, and does UE have multiple of them?: 

	SEC_WT#10
	Provision 3GPP Credentials to UEs
	- Support the remote provision of a UE that has not been pre-provisioned, with its 3GPP subscription credentials. 


5.13
Key issue 13: Broadcast/Multicast Capabilities

5.13.1
Description

This key issue will address the need and possible solution aspects to support capabilities similar as provided currently like eMBMS and GCSE that are available for LTE/EPC networks, including support for features such as mission-critical applications.

Specific solutions proposed under this key issue include those needed to architecturally support:

-
1:many and 1:all communication involving 5G capabilities specified by RAN;

-
Group handling (e.g. geographic scope of groups);

-
Group communication (e.g. setup performance, services to the group member, group member requests of the system, priority and pre-emption of group communication, services provided during an ongoing group communication, and user perception of group communication);

-
Functionality and performance needed to satisfy current and emerging 3GPP broadcast/multicast service requirements and application architecture requirements (e.g. MCPTT, MCVideo, MCData, CriC, and massive MTC);

-
Consideration of related NextGen architecture key issues (e.g. session management, QoS framework).

5.14
Key Issue 14: Support for Off-Network Communication

5.14.1
Description 

This key issue is to define support for off-network communication capabilities for in-coverage and out-of-coverage devices as specified by relevant Stage 1 requirements. For example, off-network group communication is needed to support current and emerging critical communications, including the individual- and group-based mission-critical voice, data, and video communications needed by public safety (e.g. see TR 22.862 [5]).

Specific solutions proposed under this key issue include those needed to architecturally support:

-
Direct communication involving 5G capabilities specified by RAN (e.g. one-to-one, one-to-many, one-to-all);

-
Functionality and performance needed to satisfy current and emerging 3GPP off-network service requirements and application architecture requirements (e.g. MCPTT, MCData, MCVideo, V2X, and MTC).

-
Functionality to provide the required control by the MNO of off-network communication.

5.15
Key Issue 15: NextGen core support for IMS

5.15.1
Description 

This key issue will study the system requirements and the solutions required in order to enable the next generation system to support IMS.

5.16
Key Issue 16: 3GPP system aspects to support the connectivity of remote UEs via relay UEs
5.16.1
Description

This key issue will study:

-
Definition of a relay UE in the NextGen framework.
-
Definition of remote UE in the Next Gen framework based on definitions in section 3.1 of TR22.861.
-
The effects of a relay UE on the mobility framework as well as session management and session continuity.
-
The support of remote UEs with different capabilities (e.g. UEs that are constraint in a way that they do not support the full set of NextGen UE functionality, e.g. mobility  or UEs using a non-3GPP access for the indirect 3GPP connection, etc.)
-
Which functions are further required/enhanced comparing to Rel‑13 relay UE functionality, e.g. using a non-3GPP access for the connection to the core network .

-
If there is need for selection criteria based on operator policy between the direct connectivity to the network and the connectivity via a relay UE to provide efficient service.

-
Efficient session and/or service continuity mechanism between:

-
the direct connectivity to the network and the connectivity via a relay UE, and

-
the connectivity via a current relay UE and the connectivity via a new relay UE with minimizing the interrupt time for the service and signalling overhead.
-
How to enable flexible transport of traffic between the remote UE and the core network, e.g. switch between direct and indirect mode or transfer traffic between private network behind the relay UE via the core network e.g., to a 3rd party.
-
The security and privacy aspects (e.g. how to establish the connectivity via a UE relay when there is no trusted relationship between the remote UE and the relay UE) , including authentication of remote UEs (with different types of credentials to allow for different deployment scenarios such as industrial factory automation);
Editor’s note: Different types of credentials is still being studied in SA1and not yet normatively approved.

-
Identification, discovery and management of the connection by the Next Gen framework of remote UEs
-
Control by the MNO of the connectivity via a relay UE.
-
Impact on QoS support for remote UEs
Additional inputs from SA WG1 will be considered for possible enhancement to a relay UE.

5.17
Key Issue 17: 3GPP architecture impacts to support network discovery and selection

5.17.1
Description 

In EPS, a variety of solutions has been defined for network discovery and selection for 3GPP accesses and non-3GPP accesses. In order to enable integration of various 3GPP accesses and non-3GPP accesses and to cater for the architectural requirements and assumptions for the NextGen system, the introduction of a network discovery and selection mechanism will provide operators with a solution to flexibly control UE to select various accesses according to operator policy.

This key issue will address the following issues:

-
Study how to support network discovery and selection mechanism for:

-
3GPP and non-3GPP accesses.

-
non-roaming and roaming scenario.

-
idle and connected mode (for transition from a 3GPP access to a non-3GPP access or vice versa).

Editor's note:
Access network selection in connected mode within 3GPP access is out of scope of this key issue.

-
Study which information is required for the UE for network discovery and selection mechanism.

Editor's note:
Actual policies provided to the UE for network discovery and selection, if any, will be defined under key issue on Policy Framework.

-
Study which entity/functionality are involved in network discovery and selection mechanism and their interaction.

5.18
Key Issue 18: Interworking and Migration 

5.18.1
Description

This key issue focuses on migration and interworking scenarios.

Migration scenarios will be identified and solutions to these scenarios will be provided in the solutions clause.

Example migration scenarios to consider are:

Scneario-1:
From EPC to NextGen core, considering the coverage area of EPC vs NextGen Core.

NOTE:
The aspects to cover depend on the agreed RAN-CN functional split.

In addition, typical roaming scenarios between operators will be studied. For example:

-
Need for NextGen core of an operator to support roaming with partners that have not yet migrated to the NextGen core.

Based on the identified migration and roaming scenarios the need for interworking solutions between the NextGen core network and EPC will be determined and related solutions will be discussed. If a need for interworking is identified, the required level of interworking will also be analysed (e.g. whether seamless interworking needs to be supported during intersystem change, i.e. whether service disruption is acceptable or not when there is an intersystem change).

5.19
Key Issue 19: Architecture impacts when using virtual environments

5.19.1
Description

The NextGen system is expected to support deployments in virtualized environments. This key issue will determine the need for and architecture impacts due to load rebalancing and load migration in the context of:

-
scaling of a network function instance, and

-
dynamic addition or removal of a network function instance.

Editor's note:
An appropriate definition of the various types of scaling will be discussed during the course of the work on this key issue.

NOTE:
Load rebalancing and load migration across network function instances assumes multiple active instances of a network function. Potential issues resulting from load rebalancing and load migration to be addressed may include:

-
UE signalling overhead.

5.20 
Key issue 20: Traffic Steering, Switching and Splitting between 3GPP and non-3GPP Accesses
5.20.1
Description

For UEs that can be simultaneously connected to both 3GPP access and non-3GPP access, the NextGen system should be able to take advantage of these multiple accesses in a way that improves the user experience, optimizes the traffic distribution across various accesses, enables the provision of new high-data-rate services, etc. Towards this goal, this key issue will investigate the following aspects for UEs connected to both 3GPP and non-3GPP accesses:

-  
How the NextGen Core network and the NextGen UE can support access traffic steering (as defined in clause 3.1) between 3GPP and non-3GPP accesses.

-
How the NextGen Core network and the NextGen UE can support access traffic switching (as defined in clause 3.1) between 3GPP and non-3GPP accesses. This includes the conditions that can trigger the switching of a data flow to a new access.

-
How and if the NextGen Core network and the NextGen UE can support access traffic splitting (as defined in clause 3.1) between 3GPP and non-3GPP accesses. This includes the conditions that can trigger the splitting of a data flow across multiple accesses.

-
How the access traffic steering, switching and splitting can be taken into account by the charging framework (considered in Key Issue 11) in order e.g. to enable the network operator to differentiate charging for data traffic that is switched and/or split between 3GPP and non-3GPP accesses. It is clarified that this key issue will not address the charging framework but it will only consider what information needs to be provided to the charging framework in order to charge traffic that is switched and/or split between 3GPP and non-3GPP accesses.

Potential policies provided to the UE for access traffic steering, switching and splitting, if any, will be defined under the key issue on Policy Framework.
This key issue is restricted only to access traffic steering, switching and splitting procedures applied in the NextGen core network. Similar procedures that may be applied in the NextGen RAN are outside the scope of this key issue.

The procedures for access traffic steering, switching and splitting take place after the session management procedures are executed, i.e. after PDU sessions are established over 3GPP and non-3GPP accesses.
5.21
Key Issue 21: Minimal connectivity within extreme rural deployments

5.21.1
Description 
In the context of “Markets requiring minimal service levels” described in TR 22.864 [7], "Extreme coverage in low density areas" described in TR 22.863 and “Extreme rural for the Provision of Minimal Services over long distances” described in TR 38.913 [10]), this key issue will address the need and possible solutions to support minimal services in the context of extreme rural deployments, where territories are very large or resources are limited, e.g., limited electricity provided by alternative energy sources as there is no electricity grid, unreliable and costly backhaul, etc.

This key issue will study:

-
mechanisms that finely control resource consumption in all the elements of the NextGen system architecture that are placed on the end-to-end path of sessions 

-
optimized control of access network, backhaul, and core network resources while ensuring minimal connectivity over large territories for essential services with very limited bandwidth requirements (see TR 22.863 clause 5.3.2.4) 

- 
optimization of energy consumption of all the elements on the end-to-end path of sessions
5.x
Key Issue x: Title

5.x.1
Description

Editor's note:
This clause will identify key architectural issues to be solved during the architecture design.

6
Solutions

Editor's note:
This clause describes the solutions to the key issues and solutions to architecture design.

6.1
Solutions for Key Issue 1: Support of network slicing

6.1.1
Solution 1.1: Network Slicing without Slicing the radio

This solution applies to Key Issue 1 –Support of network slicing. The solution introduces the high-level solution for the network slicing without slicing the radio.

6.1.1.1
Architecture description

In this solution it is assumed that any slicing of a PLMN is not visible to the UEs at the radio interface. So in this case, a slice routing and selection function is needed to link the radio access bearer(s) of a UE with the appropriate core network instance. The solution is comparable to what is introduced with the DÉCOR feature. The solutions do not make any assumption on any potential RAN internal slicing. The main characteristics is that the RAN appears as one RAT+PLMN to the UE and any association with network instance is performed network internally, without the network slices being visible to the UE.
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Figure 6.1.1.1-1: Control plane interfaces for network slicing with common and slice specific functions
Editor’s note:  For network slices that have a common CP NF, it is FFS whether the RAN has an additional direct interface to the slice specific CP NFs.

Editor’s note:  It is FFS whether the slice specific CP NFs have a direct interface to the Subscriber Repository.

Each network slice instance has a network slice specific instance ID (NSI-ID).When there are common CP NFs, the NSI-ID is a combination of a common CN NF ID and a slice specific ID.
6.1.1.2
Function description

The slice selection function (SSF) may be provided by the RAN, e.g. like today's NAS Node Selection Function. Alternatively, a CN provided function may perform that task. The slice selection function routes select an appropriate slice for the UE based on UE provided and possible CN provided information.

As all network instances of the PLMN share radio access there is a need for separating any access barring and (over)load control per slice. That may be accomplished comparable to today's separated access barring and (over)load control that is provided per PLMN operator for network sharing.

With that solution there may be CN resources that cannot be fully separated, e.g. transport network resources. Any RAN internal slicing or managing of shared RAN resources is for RAN WGs.
The SSF handles the UE’s initial Attach Request by selecting an appropriate slice for the UE based the UE’s subscription information, UE usage type and service type.  During the attach procedure the SSF associates the UE to one default slices and/or a UE specified slice type.  The UE may subsequently request other services that result in attachment to other slices. If the UE is re-attaching to the network after attaching to a specific network slice, the UE may provide the NSI-ID in the Attach Request. In this case, the AN can send the request directly to a CP NF corresponding to the specified slice.  

After selecting the Network Slice, the SSF may perform the NNSF to select the CP NFs corresponding to the selected slice.  Alternatively, the SSF may forward the NSI-ID to the AN and the AN can perform the NNSF.  
Editor’s note:  whether the Attach procedure described in this solution can be combined with the initial slice selection procedure described in clause 6.1.3 is FFS.
The UP connections for the UE can be established by the selected CP NF. This can be established during the attach procedure or it can be setup after the UE sends a New Service Request. If it is established during the attach procedure then a default or UE specified UP connection is setup.  

After the attach procedure, a UE can be associated with multiple slices if the UE sends multiple new service requests for services that are provided by different slices.  The attach procedure is the same for the case where the UE can attach to one slice or multiple slices.
The SSF is involved in the following procedures:

-
Attach procedure

-
The SSF selects a slice for the UE during the initial attach procedure based on the UE’s subscription information, UE usage type and service type (if provided).
Editor's note: Details of the Service Type whether to use existing parameters or new parameters is FFS.
-
The SSF performs a UE identity check before a slice is selected. This function may be common to all slices.  

-
The SSF may associate the UE with one default slices and/or a UE specified slice during the attach procedure.  

-
The SSF may perform the NNSF and send the selected CP NFIDs to the AN. Alternatively it may select the NSI (Network Slice ID) and the AN performs the NNSF.  
-
New service request

-
The SSF may select additional slices for a UE after the initial attach request.  
-
The new service request may be forwarded to the SSF by the common CP MM selected from the initial attach procedure.  

The UE attach procedure is illustrated in the following figure.
It is assumed that the MM NF handles the Attach Request. The MM NF is common if there is a shared CP and slice specific if it is not shared. 
  Editor’s note:  For the NFs other than MM which can be shared is FFS. 
Slice specific authentication and authorization may be required when slices require different levels of security.  

The attach procedure applies to the following three cases:

1.

The MM, AU and SM are all slice specific NFs (e.g. Group A slice configuration).

2.

The MM is a common NF. The AU and SM are slice specific NFs.

3.

The MM and AU are common NFs. The SM is a slice specific NF.  

Editor’s note:  It is FFS whether common and slice specific authorization are both applied.

Editor’s note:  When slices are configured with different levels of security, slice resource isolation should ensure that the slices with a higher security level are not compromised by UE’s attaching to a lower security slice.  
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Figure 6.1.1.1-2: Initial attach procedure and re-attach procedure.
1.
The UE sends an initial Attach Request to the AN. The AN forwards the Attach Request to the SSF.

2.
The SSF determines which slice(s) the UE is selected by accessing the Subscriber Repository and performs an identity check to check whether the UE is authenticated and permitted to access the network.

3.
The SSF selects the appropriate slice based on the information received from the UE in the Attach Request and profile information in the Subscriber Repository. The SSF selects the NSI-ID or the CP NF IDs.

4.
The SSF sends the selected NSI-ID to the AN. If the SSF selects the CP NFs, it sends the CP NF IDs to the AN.  

5.
If the SSF selects the NSI-ID in step 4, the AN performs the NNSF by selecting the CP NFs from a pool of CP NFs corresponding to the NSI-ID.

6.
Common or Slice Specific Authorization:

a.
The AN forwards the Attach Request to the MM NF and the MM selects the AU NF to handle the slice authorization. The AU NF can be either a common NF or slice specific NF.  

b.
The AU performs the authentication/ slice authorization procedure by checking the UE identity with the Subscriber Repository. The procedure determines whether the UE is authorized to access this slice. 
c.
(Optional) Setup of the UP connections for a default and/or UE specified slice.

d.
The AU sends an Attach Response to the MM. The sends the response to the AN.  

7.
The AN sends an Attach Response to the UE.  The Attach response includes the NSI-ID that can be used when the UE is required to re-attach to the network.  

8.
If the UE re-attach to the network, it can send an Attach Request to the AN with the NSI-ID.

9.
The AN can forward this directly to the appropriate MM NF.  

10.
Steps 6 – 8 from the initial attach procedure can be performed.  
If no UP connection is setup or if only a default UP connection is setup for the UE and the UE requests for a service that is provided by another slice then another UP connection for the UE is setup during the New Service Request procedure.  

This procedure is illustrated in the example in Figure 6.1.1.1-3.  In the example, the UE has a connection to common MM NF. The SM NF is assumed to be slice specific. The AU NF can be either common or slice specific.

[image: image6.emf]UE AN SSF MM AU SM GW-U

Subscriber 

Repository

1. New Service Request

4. New Service Request (NSI ID)

6. New Service Response

2a. New Service Request

5. Setup UP Connections

2c. Select NSI ID

2b. New Service Request

3. Authentication and Authorization

2d. New Service Request (NSI ID)


Figure 6.1.1.1-3: New service request procedure after an initial attach request.
1.
The UE sends a request for a new service.

2.
Slice Selection Procedure for the new service request:

a.
The New Service Request is forwarded by the AN to the common MM NF based on the NSI-ID , which  was selected during the attach procedure

b.
If the service cannot be provided by the current slice then the MM forwards the request to the SSF to determine which slice to select.

c.
The SSF selects the appropriate NSI-ID.  

d.
The SSF sends the New Service Request with the NSI ID to the AU NF.

3.
Authentication and Authorization:

a.
If the AU NF is slice specific, the AU performs the slice specific authentication and authorization procedure.

b.
If the AU NF is a common function for all slices then the authentication procedure is only performed for the first slice that is associated with the common MM and AU NFs.  

4.
The MM forwards the New Service Request to the corresponding SM.  

5.
The SM performs the session management procedure to setup the UP connection.  

6.
The SM sends a New Service Response to the UE.  

Editor’s note: It is up to the operator to determine how to compose the slices (i.e. using common or slice specific SM and AU NFs).
6.1.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.1.2
Solution 1.2: Network slice selection

This is a solution for key issue 1 on support for network slicing. In this solution the concept of Non-Autonomous Core Network Slice is introduced, whereby a UE related NG2 and NAS signalling are handled by a common Frontend as shown in figures 6.1.2-1 and 6.1.2-2. Figure 6.1.2-1 is depicting the concept of Non-Autonomous Network Core network Slice. A Non-Autonomous Core network slice is sharing with other slices for the same UE the NG2 and NAS signalling handling, supported by a common front end for the UE.
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Figure 6.1.2-1 – Non-Autonomous Core Network Slice concept
With the Non-Autonomous Core network Slice concept, once the UE is assigned to a Frontend during the attach procedure, as described below in subclause 6.1.2.2.3.1, all the signalling is directed to this frontend based on the UE Temporary ID. Figure 6.1.2-2 shows UE1 with 3 slices and UE2 with 1 slice assigned to different Front ends after attach has occurred (potentially via a default front end not shown in the picture).
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Figure 6.1.2-2 – UEs assigned to Slices after Attach.
Typically, functions like Mobility Management are part of the Front end. 

Editor's note: Whether Session Management state machines are in the Front End or in the Non-Autonomous Core Network slices is FFS.
6.1.2.1
Architecture description

Editor's note:
This clause will contain e.g. terminology, overview, architecture description of the solution.

This solution fulfils the following fundamental architecture principles for network slicing:

-
The procedure(s) for selection of a particular Network Slice for a UE. This solution proposes that a multi-dimensional descriptor is configured in the UE. UE reports multi-dimensional descriptor to the network. Based on this multi-dimensional descriptor (MDD) provided by the UE and on other information (e.g. subscription) available in the network, the relevant functions within a certain network slice can be selected. If the UE is not configured with an MDD, the network may provide a default one at attach time based on UE subscription information and other criteria as discussed below.
-
It should be possible to steer the UE to different network slice depending on the type of application and service it requires. This may depend on factors such as UE capabilities, configuration and authorization.

6.1.2.1.1
Network slice and functions selection

In order to perform network selection, the selection principle should enable selection of the appropriate function to deliver a certain service even within a class of functions designed for a certain use case.
A network slice fulfils at least a couple of functions for a UE:
1.
 It offers a UE particular system behaviours tailored to specific application needs, from the standpoint of specific control plane (e.g. a UE may not need MT procedures, or require optimal behaviour for massive MTC, or Critical communications, etc.) or user plane behaviours (e.g. the UE may need a slice supporting header compression)

2.
 It offers a UE access to resources allocated for a specific Service or Application domain, or a Tenant (e.g. minimum level of guaranteed resources or aggregate # of subscribers allowed to access the service at any point in time)

A Tenant of PLMN resource e.g. is a wholesale customer of the PLMN. For instance, we could imagine a tenant as being a big company which requires a PLMN to provide at least access to a predefined set of resources, or some specific policies in handling its slices subscribers at times of congestion. Indeed, the PLMN may apply tenant specific policies at times of overload.  An example of a tenant may be some public safety agency. The tenant may also need application specific requirements. For instance let us consider an enterprise deployment: in the enterprise, we may have a factory floor set of devices and devices that are associated to non factory floor operations. The enterprise may have a policy to allocate at least 60% of resources (whether in the RAN or in the Core) to factory floor operation at times of congestion but not to segregate resources at all times. 

Therefore at least two dimensions can indentify a slice:

· one indentifying a tenant  (which we may call Tenant ID)

· one identifying the network behaviours (which we may call slice type)

Figure 6.1.2.1.1-1 depicts the semantics intended by the MDD with UEs that can access a single tenant slices.
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Figure 6.1.2.1.1-1: Network with n Tenants and m possible Slice Types (with UEs which can only access a single tenant slices)

In Figure 6.1.2.1.1-1, we have a network that is supporting n tenants and up to m network behaviours (slice types) in both the RAN and the core.

Editor's note: Whether and how RAN slicing applies needs to be developed jointly with RAN WGs.
The indication of the MDD in the RRC layer allows the RAN to route the UE signalling to an appropriate common NAS signalling handler suitable for the type of applications/tenant when the UE does not provide a temporary ID suitable for routing. For instance this is the case of a UE which may not have yet attached earlier with the PLMN, or it has one which is not recognized in the PLMN RAN for routing purposes as it was assigned by another PLMN). In addition, the RAN may apply some overload control or other resource isolation policies based on the MDD indicated by the UE. 

In the Core Network, receiving the MDD in NAS signalling (and maybe also in RAN-CN signalling) allows the core to handle incoming NAS signalling in accordance to policies specific to both tenant (from a resource isolation and congestion handling standpoint) and slice type (from a dedicated network behaviour standpoint). It also may allow the core network to understand which (set of) slice(s) a UE may request to be activated at attach time, out of a subscribed set.
In summary, selection criteria should enable selection of right network slice for a certain application/tenant and also the right functional components within the network slice for a certain service requested by the UE at any time as per the pictures above. 
The MDD can be provided by the UE in both the RRC and the NAS signalling layers and is structured to represent at least (for each slice the UE can access):

-
a Tenant ID.

-
Service Descriptor/Slice type (e.g. eMBB service, CriC, mMTC).
So the MDD is a matrix that indicates in each of its rows a slice the UE may request to access or address. If the slice is only one, it is a vector.

For instance, UE1 in Figure 6.1.2.1.1-1 may indicate the following MDD at attach time to request the network to allow it to use slices from the same tenant in parallel.
	Tenant ID=1
	Service Descriptor/Slice type = 1

	Tenant ID=1
	Service Descriptor/Slice type = m


However, for example and illustrative purposes only, if the UEs just needed to access the first slice of the two in the MDDs above, to e.g. send UL data for that slice, they both may indicate to the network in the RRC signalling needed to establish the RRC connection the following MDD
	Tenant ID=1
	Service Descriptor/Slice type = 1


When a usable Temporary ID is not available to send an incoming Attach Request to a Core network NAS signalling handler, a network may configure the RAN to use the whole MDD or just one part of it to assist the routing (or the network may just apply a load balancing based policy without using the MDD). 

For access control purposes or overload control, the RAN may be configured to act on the whole MDD or just a part of it.
The network can use the multi-dimensional descriptor along with other information (e.g. subscription, UE capabilities) available to the network to choose the appropriate network slice and network functions. This is referred to as the multi-dimensional selection mechanism. 

Editor's note:
How the multi-dimensional descriptor is configured in the UE is FFS. 

6.1.2.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.
6.1.2.2.1
High level operation description

The association of a UE to a slice involves the core network to "onboard" the UE on the slice when the UE attaches to the network. This process happens when the network receives the Attach request. This is a high level description of the steps that need to be followed:

1.
When the network receive the attach request, it checks the UE has valid credentials and validates its IMSI (in the equivalent of an IMSI attach) or it binds the Temporary ID the UE provided to its IMSI (If the attach uses a Temporary ID). In the process, the network gains access to subscription data for the UE and a temporary ID may be assigned by the Common Front-end (i.e. common NG2+NAS Handler) that has received the UE signalling.

2.
If the UE provides no MDD (Multi-Dimensional-Descriptor), default policies in the PLMN apply which could be based e.g. on subscription information in the event there were default slices the UE subscribes to) so the UE is assigned to a default slice and the related MDD is passed to the UE in the Attach Accept.

If the UE provides an indication of initially required MDD, then the network checks the UE is allowed to access the related slice(s) and if the check is successful it returns the same MDD values (or if policy has changed for the UE, different values) for subsequent usage. 

The allowed slices for a UE may also depend on the UE capabilities, assuming that the subscriber may use different types of UEs. 

So it is the evaluation of the received combination of IMSI, IMEI-SV, UE capabilities and Subscribed and requested MDD which determines which MDD is returned to the UE in in the attach accept message. 

In this step, the UE may also be allocated to a different Front-End (i.e NG2+NAS Handler) than the one the RAN had selected. In this case, the Temporary ID assigned to the UE is associated to this new Front-end. The temporary is included in the Attach accept message sent to the UE.

3.
The MDD is also included in the NG2protocol used to carry the Attach Accept message (and other DL NAS messages) to the UE so that the RAN becomes aware of any RAN slices it needs to handle the UE. 

In general in all the cases the RAN needs slice awareness, the MDD should be included in messages that the AS layer can interpret.

4.
The UE, at NAS transactions subsequent to the successful attach, exiting from Idle state, will include the Temporary ID and the MDD in the RRC layer if these eventually result in slice specific resources to be required or other slice specific outcomes. For non slice specific transactions this is not needed and a default RRC handling applies. 

5.
The RAN handles RRC messages without a MDD in the RRC connection request using a default behaviour.

6.
When Temporary ID is present in RRC message, the Routing to the correct Common front end (i.e. the NG2+NAS Handler for the UE) by the RAN is based on the Temporary ID. If the Temporary ID is not present a default routing is used. This default routing could be assisted (and made more accurate) also by the MDD if the UE includes this in RRC messages.

6.1.2.2.2
Definitions used in the solution

Temporary ID:  Identifier which logically associates the UE to a Common Front end (i.e. NG2+NAS handler) for the UE in a PLMN on a temporary basis. It is composed of a Routing information (necessary for the RAN to route the message carried in the RRC layer to the right contact point for the Common Front end (i.e. NG2+NAS handler) in the core) and a value the NG2+NAS Signaling Handler in the core assigns to identify the UE context it retains. If the temporary Id is not indicated to the RAN, or it is not recognised in the RAN, the RAN applies default routing or behaviour.

Multi-Dimensional-Descriptor (MDD): multi dimensional descriptor of a slice. This is typically composed of a field that identifies Application (e.g. a popular OTT service) or a tenant (e.g. a certain company that requires certain minimum resources in the network) and then a slice type (which may be standard –e.g. eMBB, mMTC, criC - or operator specific). Both may have default values. The MDD selects slices in the core and in the RAN

6.1.2.2.3
Example procedures

6.1.2.2.3.1
Initial Access
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1.
The UE sends and attach Request including the IMSI if a Temporary ID for the UE is not available. If the Temporary ID is available, the UE includes the RRC layer messge at least the Routing field of the Temporary ID, so that the RAN can route the message to a suitable handler in the core.

If the UE request an initial set of slices, it can do so by indicating a Requested MDD. The Requested MDD may also be included in the RRC layer to further enhance the routing of the Attach in the event the Temporary ID was not available to the UE or the Temporary ID was not assigned by the same PLMN the UE is in not belonging to the network. The MDD in the RRC layer may also be included to enable the access to a suitable RAN slice.

2.
The RAN forwards the Attach Request to the Core based on the routing criteria outlined in step 1. If the IMSI is present a default handler is selected, Otherwise the Front end (i.e. the per UE common NG2+NAS Signalling Handler )associated to the Temporary ID is used if available in the Serving PLMN. If not a default front end is used. A UE should, based on configuration, not attach with a Temporary ID that does not belong to the current PLMN,.

3.
The NAS Handler may execute security procedures.

4.
If the UE is successfully validated, its subscription data is checked and the Handler decides the initial set of slices the UE can use based on an evaluation of the Requested MDD, subscribed MDD and UE capabilities. The following applies:

- if the UE did not provide the Requested MDD, the network assigns the UE to the default slice(s)
- if the UE did provide the Requested MDD, the network assigns the UE to the slices the UE is authorized to use among the requested slices
- If some Default Slice was missing from the requested MDD, the UE is also assigned to these slices.

5.
If the UE is not suitably handled by the (Default) Front-end where the Attach Request was routed to, this front end requests to assign the UE to a new front end that is more optimal (or less loaded) for the selected slices. Then, it forwards the attach request to it with an indication it is a forwarded attach and the IMSI and MDD indicated are respectively validated and already reflecting the Slice Assignment at step 4. If not this step is skipped and the procedure continues from step 7.

6.
The Selected front end binds itself to the selected slices for the UE and then sends back the Forwarded Attach Accept message with Temporary ID and the accepted MDD for subsequent Usage by the UE.

7.
If the steps 5 and 6 were executed, the (Default) Handler sends to the RAN the Attach Accept in a NAS message with the content copied from the message in step 6. Otherwise the (Default) Handler binds itself to the selected slices for the UE and then sends Attach Accept message with Temporary ID, the accepted MDD for subsequent Usage by the UE. The (Default)Handler includes the MDD in the NG2 transport.

8.
The RAN forwards the Attach Accept received in step 7 to the UE

6.1.2.2.3.2
Subsequent NAS signalling (generic)

Other parameters in the NAS message beyond MDD and the Temporary ID related ones are not discussed here as this is describing a generic procedure behaviour.
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1.
The UE needs to execute a NAS procedure after it is attached to the system, so it sends a NAS message including its Temporary ID, the MDD and related signature for the network to validate the UE and MDD. The MDD is included if a specific slice or slices need to be addressed by the NAS procedure. If the procedure is not slice-specific, the MDD may not be included. The UE includes at least the routing field of the Temporary ID in the RRC layer message for the RAN to route the NAS Message to the appropriate Front-end. If the message is sent with the UE existing from Idle mode, the MDD is also included in the RRC layer for any Slice specific actions the RAN may take. 

2.
The RAN routes and forwards the NAS message to the right Front-end based on the information in step 1.

3. 
The Front-end  processes the message involving the slices indicated in the MDD (if present)

4. 
The Front-end respond to the UE by sending to the RAN a suitable NAS message with required parameters. It may also include the MDD in the transport protocol, over NG2 if a slice specific behaviour is needed in the RAN.

5.
The RAN forwards the NAS message it has received in step 4 to the UE.
6.1.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.1.3
Solution 1.3: Support of multiple connections to multiple Network Slices

This solution is to solve the key issue#1 on support of network slicing.

6.1.3.1
Architecture description

To enable a UE to simultaneously obtain services from multiple Network Slices of one network operator, the Core Network Instances can be set up as depicted in Figure 6.1.3.1-1. That is:

-
A single set of C-Plane Functions that are in common among Core Network Instances is shared across multiple Core Network Instances;

-
Other C-Plane Functions that are not in common reside in their respective Core Network Instances, and are not shared with other Core Network Instances.

Editor's note:
Which C-Plane Functions that are common to multiple Core Network Instances and are dedicated for each Core Network Instance are FFS.
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Figure 6.1.3.1-1 Sharing a set of common C-plane functions among multiples Core Network Instances

Editor's note:
Whether to keep this figure in this solution or refer to another high-level network slice architecture captured in another clause is FFS.

Editor's note:
It is FFS whether there is a direct interface between RAN and CP-functions of CN instance.

The principles of the solution depicted in Figure 6.1.3-1 are described as following:

-
A Core Network Instance consists of a single set of C-Plane Functions and a single set of U-Plane Functions.

-
A Core Network Instance is dedicated for the UEs that are belonging to the same UE type. Identifying the UE type is done by using a specific parameter, e.g. the UE Usage Type, and/or an information from the UE's subscription.

-
A set of C-Plane functions is responsible, for example, for supporting UE mobility if demanded or for admitting the UE into the network by performing authentication and subscription verification.

-
All C-Plane Functions that are common to multiple Core Network Instances, are not necessary to be created multiple times.

-
Other C-Plane Functions that are not in common with other Core Network Instances are only used by its own Core Network Instance.

-
A set of U-Plane Functions in a Core Network Instance is responsible for providing a specific service to the UE and for transports the U-Plane data of the specific service. For example, one set of U-Plane functions in Core Network Instance#1 provides an enhanced mobile broadband service to the UE, whereas another set of U-Plane functions in Core Network Instance#2 provides a critical communication service to the UE.

-
Each UE can have multiple U-Plane connections to different sets of U-Plane Function that are available at different Core Network Instances simultaneously.

-
The Network Slice Selection Function (NSSF) is responsible for selecting which Core Network Instance to accommodate the UE by taking into account the UE's subscription and the specific parameter, e.g. the UE Usage Type.

-
The C-Plane Selection Function (CPSF) is responsible for selecting which C-Plane Functions within the selected Core Network Instance that the Base Station should communicate with. This selection of C-Plane Functions is done by using the specific parameter, e.g. UE Usage Type.

Editor's note:
Details of the Service Type whether to use existing parameters or new parameters is FFS.

Editor's note:
How CPSF and NSSF interact with the RAN node and the C-Plane Function is FFS.

Editor's note:
Location of the CPSF and NSSF is FFS.

6.1.3.2
Function description
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Figure 6.1.3-2 Signalling flow for supporting connections with multiple Core Network Instances

1.
When a UE first connects to the operator's Network, it sends a network connection request to the RAN node. If the UE provides enough information to the RAN node to route the message to the appropriate Core Network Instance and its corresponding C-Plane function, the RAN node routes this request to this C-Plane function. Hence, the flow continues in step 4. Otherwise, the RAN node forwards it to the NSSF/CPSF, and the flow continues in step 2.

Editor's note:
Whether this connection request includes session establishment request is FFS.

Editor's note:
It is FFS on how RAN node to determine which NSSF/CPSF to be selected for its serving UE.

2.
The NSSF/CPSF determines which Core Network Instance and its corresponding C-Plane function(s) to be connected to by taking into account information in the request from a UE in step#1. In addition, other information from the subscription database may be also considered. In this signalling flow example depicted in Figure 6.1.3-2, this is the Core Network Instance#1.

Editor's note:
Details of such logic and necessary information/parameters to be used for determining the Core Network Instance and its corresponding C-Plane Function(s) is FFS.

Editor's note:
It is FFS, if authentication of UE to access operator's network should occur before the NSSF/CPSF selects Core Network Instance.

3.
The NSSF/CPSF sends a response to the RAN node with the C-Plane function(s) of the selected Core Network Instance#1.

Editor's note:
It is FFS if RAN selection of the "same" C-Plane function(s) selected by NNSF/CPSF is needed.

Editor's note:
Whether additional information to be sent along with this request is FFS.

4.
Based on the response sent in step#3, the RAN node selects a C-Plane Function of the selected Core Network Instance#1.

NOTE 1:
Selection of C-Plane Function at the RAN is similar to what we have for NAS Node Selection Function (NNSF) in eNB, e.g. the eNB selects. The RAN node does not select a C-Plane function that is different than what has been sent in step#3.

5.
The RAN node forwards the UE's network connection request to this C-CPF-1, which was the selected C-Plane Function from step#3 and step#4.

Editor's note:
Whether additional information to be sent along with this request is FFS.

6.
Authentication and admitting the UE into the Core Network Instance#1 is performed.

NOTE 2:
Exact details of UE authentication and UE's subscription verification for step 7 are out of scope of this solution.

7.
UE requests for a communication service (e.g. service#1 that is provided by the Core Network Instance#1).

Editor's note:
Details of necessary information/parameters for determining this new service type is FFS.

8.
The RAN node forwards the request for service to the C-CPF-1.

9.
The C-CPF-1 selects C-Plane Function of the Core Network Instance#1 and forwards the UE's request for the service#1 to this CPF-1 in Core Network Instance#1 (i.e. CNI-1 CPF-1 as depicted in Figure 6.1.3-2).

Editor's note:
It is FFS to clarify the relationship of C-CPF-1 w.r.t. to other CP functions for Core Network Instance.

Editor's note:
Whether additional information to be sent along with this request to CPF-1 in Core Network Instance#1 is FFS.

Editor's note:
It is FFS, whether additional authorization to admit the UE to access Core Network Instance#2 is needed.

10.
After a successful session establishment, the CPF-1 in Core Network Instance#1 sends the session response back to C-CPF-1.

11.
The C-CPF-1 sends a new service response back to the UE via the RAN node.

12.
UE requests for a new communication service that is of a different service type than the previous service.

Editor's note:
Details of necessary information/parameters for determining this new service type is FFS.

13.
The RAN node forwards the request for new communication service to the C-CPF-1.

14.
The C-CPF-1 selects C-Plane Function of the Core Network Instance#2 and forwards the UE's request for the new service to this CPF-1 in Core Network Instance#2 (i.e. CNI-2 CPF-1 as depicted in Figure 6.1.3-2).

Editor's note:
Whether additional information to be sent along with this request to CPF-1 in Core Network Instance#2 is FFS.

Editor's note:
It is FFS, whether additional authorization to admit the UE to access Core Network Instance#2 is needed.

15.
After a successful session establishment, the CPF-1 in Core Network Instance#2 sends the session response back to C-CPF-1.

16.
The C-CPF-1 sends a new service response back to the UE via the RAN node.

6.1.3.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.1.4
Solution 1.4: Network Slicing Architecture for Network Slice Instance Selection

6.1.4.1
Architecture description

The purpose of this solution is to describe the high-level architecture and procedures for the network slice instance selection when the UE attaches to the NextGen system.

It introduces a common control plane network function in the NextGen Core, Access Control Agent (ACA), to support the network slice instance selection. The architecture concepts and procedures are described in the following clauses.

6.1.4.1.1
Architecture Design Assumptions

The solution proposed here assumes the following working assumptions:

1)
The NextGen system architecture to support all UE's services over a single network should be the same as the NextGen system architecture to support all UE's services over a single network slice. This assumption is consistent with the NOTE 5 for the definition of Network Slice as captured in clause 3.1 of TR 23.799. 

2)
This proposal uses the same assumption as described by NOTE 4 for the definition of Network Slice in clause 3.1 of TR 23.799, and makes no differentiation between the Network Slice Instance from Network Slice.

3)
The proposal assumes independent selection of the network slice instance in the NextGen Access and in the NextGen Core, however, there will be a binding mechanism to associate them to support the target network service(s).

4)
This proposal assumes that, the policy control for the network slice instance selection is part of the NextGen Core, hence, the network function for the network slice instance selection is resided within the NextGen Core.

5)
It is the network operator's decision to determine if network slicing support in the NextGen system.

6.1.4.1.2
Network Slicing Architecture Overview

The following figure presents the high-level architecture of the Network Slicing by the NextGen Core.
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Figure 6.1.4.1.2-1: High-level Architecture Overview of NextGen Core Network Slicing support

NOTE:
The HSS as shown above is located at the HPLMN of the UE.

Further details on the key new functional component (i.e. Access Control Agent) resided in the NextGen Core to support network slice instance selection are described in the following clauses.

6.1.4.1.3
Access Control Agent

The Access Control Agent (ACA) is a common control plane network function which has the following key functions:

-
operates as authenticator to support the MNO authentication and authorization of the UE to access the NextGen core.

-
selects the NextGen Core network slice instance to serve the UE's service request.

-
forwards the NGNAS signalling to the UE's serving network slice's control plane network functions once the network slice session is setup.

-
support the NextGen Core's network slice instance binding with the NextGen Access.

-
supports roaming (i.e. coordinated with the network slice instance selected from the visiting or from the home NextGen Core).

Editor's note:
It is FFS if ACA isolation support is required.

Editor's note:
It is FFS for the further details of the roaming support.

There is a pool of ACAs which serves the NextGen Core.

Editor's note:
It is FFS on how the NextGen Access selects the ACA from the ACA pools.

6.1.4.1.4
Non Access Stratum Procedures

During the UE initial attach, the ACA initiates the similar procedures as the NAS common procedures which are used to identify, authenticate and authorize the UE. Once the UE has been successfully authenticated via the support of ACA, the ACA updates the HSS with the information of the UE and it also requests the subscriber profile of the UE to be kept in its cache. A unique short temporary identity similar to the SAE Temporary Mobile Subscriber Identity (S-TMSI) referred as A-TMSI is assigned to the UE to identify the UE's context in ACA's cache corresponding to the UE's subscriber profile.

Editor's note:
Details on how the UE's context is maintained over UE's idle and active states are FFS.

The UE subscription information fetched from the HSS may include the pre-provisioned UE's eligible NG Service Type(s) (e.g. V2X, eMBB etc.) that indicate the type of network services that have been subscribed by the UE, terminal capabilities, etc.

Editor's note:
Details of the UE subscription information when comparing to TS 23.008 will be provided in the future proposal.

Once the UE is successfully authenticated and the NAS security association is established with the NextGen Core, the UE may initiate NG Service Session Request which includes the NG Service Type information and Request Resource Allocation information. ACA refers to the required UE's network slice instance selection information (e.g. UE's capability, UE's location, the policy of UE's home PLMN and the NG Service Type information etc.), to select the appropriate Network Slice instance to trigger the NG Service Initiation Request which will then initiate the NG Service Session Establishment for the UE for the target network service. The ACA may need to consult with HSS to verify the eligibility of the NG Service Type that is provided by the UE.

Note that, the NG Service Session Establishment procedures include network slice instance access authentication, session and mobility anchor establishment, QoS management and NG Service Session Binding with the NextGen access etc.

Editor's note:
Details on the network slice instance selection information are FFS.

Editor's note:
It is FFS for the further details of the UE's session and mobility management procedures.

6.1.4.2
Function description 

6.1.4.2.1
UE Initial Attach Procedures and Network Slice Instance Selection

The following procedures describe the UE initial attach procedure for the NextGen network with NG Session Request that selects the appropriate network slice instance to serve the UE.
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Figure 6.1.4.2.1-1: NextGen UE initial attach with NG Service Session Establishment procedures

1. 
UE establishes connectivity to the NextGen Access at the RRC layer.

2. 
UE initiates NGNAS Attach Request to establish connectivity with the NextGen Core over the RRC connectivity. As part of this, the NextGen Access selects the appropriate ACA for the NGNAS Attach Request. It is the NextGen Access to select the target ACA to serve the UE.

Editor's note:
Details on how the NextGen Access selects the ACA (e.g. via pre-provisioning etc.) are FFS.

3. 
If the ACA is not able to identify the UE with the identity given in the NGNAS Attach Request message, it initiates the Identity Request to the UE. The UE responds back with its identity in the Identity Response message to the ACA. After the successful authentication, the network initiates the Security mode command to encrypt the NGNAS message between the UE and the ACA to protect the privacy of the subscriber. NGNAS messages are integrity protected from now onwards.

4. 
After the successful authentication, ACA updates the HSS with the context of the UE using the Update Location Request message and it may also include the request for the subscriber profile for this UE from the HSS. HSS updates its database with the current context of the UE and responds to ACA of the UE's subscriber profile, if requested, in the Update Location Acknowledge message.

5. 
ACA responds to UE with successful NGNAS Attach Response.

6. 
UE initiates NG Service Session Request to its Serving ACA which includes its target NG Service type and the Resource Allocation request information.

7. 
ACA refers to the required network slice instance selection information (e.g. UE's capability, UE's location, UE's HPLMN policy and the NG Service Type information etc.) to select the appropriate network slice instance to trigger the NS Service Initiation Request for the UE.

8. 
The UE performs the NG Service Session Establishment procedures with the network functions within the network slice instance, NextGen Access and the UE.

Note that, the NG Service Session Establishment procedure includes network slice instance access authentication, Session and Mobility Anchor establishment, QoS management, Session Binding with the UE and the NextGen Core, etc.

Editor's note:
Details for how to coordinate the selected NextGen Core network slice instance with NextGen Access upon the successful NS Session Establishment is FFS.

6.1.4.2.2
UE Service Request Procedures

Editor's note:
FFS.

6.2
Solutions for Key Issue 2: QoS framework

6.2.1
Solution 2.1: QoS functions and distribution

6.2.1.1
Architecture description

This solution addresses the key issue 2 on a QoS framework.

The QoS functions of current 3GPP architecture are distributed between the UE, RAN and CN. This solution describes an overall QoS solution for the NextGen system, describing how the QoS functionality is distributed between the CN, the RAN and the UE, see Figure 6.2.1.1-1 for a high level view of such functional split.
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Figure 6.2.1.1-1: QoS functional split including 3GPP RAN

The table 6.2.1.1 below lists the QoS functional split corresponding to the Figure 6.2.1.1-1 above.

Table 6.2.1.1: QoS functional split between UE, AN, CN and SL

	Function
	Distribution
	Comment

	Subscription(incl Default QoS Profile)
	CN
	

	QoS Operator control
	CN
	

	Admission control
	AN
	Admission to AN resources

	Configuration of QoS parameters
	UE, AN, CN
	

	Application requirements input
	From CN/SL to CN

From UE/SL to CN

From UE/SL to CN/SL
	The application requirements input may be sent from either the server or the client.

	Classification: 
	CN (DL), UE (UL)
	Provides classification of packets for QoS purposes

	Max rate control
	CN (DL, UL)
AN (DL. UL)

UE (UL)
	

	Transport marking
	AN (UL), CN (UL, DL)
	

	Resource Mgmt
	AN
	Packet scheduling with regards to resource utilization and availability (RRM)
Resource mgmt is also performed in the transport domain (not visible in figure 6.2.1.1-1


Editor's note:
This solution has dependency on RAN WGs. Decision to support QoS functionalities proposed for NextGen RAN is up to RAN WGs.

Subscription (incl Default QoS Profile): The subscription contains information about which QoS parameters that are included in the subscription terms. The subscription QoS is an input for the network when authorizing the QoS for a PDU session and a non-Service-specific PDU flow in the QoS Operator control function.

QoS Operator control: With the input from the subscription, operator policies and application requirements input from the service layer, the QoS parameters for PDU sessions and PDU flows are authorized in the QoS Operator control function. The QoS Operator control function is also responsible for distributing the authorized QoS parameters in the network. In case of PDU connectivity services provided in network sharing and/or roaming across, the QoS Operator Control allows also to limit the QoS offered by the network providing the access.

Admission control (AN): The admission control function controls which PDU flows that shall be admitted in the access network when the resources are scarce based on the QoS parameters applied for the session and flows. The admission control also includes to sacrify already admitted flows to allow more prioritized flows.

Configuration of QoS parameters: Each network element in the end-to-end solution is configured with the expected behaviour with respect to QoS, i.e. how QoS parameters received from the QoS Operator control function shall be handled and applied to the PDUs.

Application requirements input: To know the requirements of the Service Data Flows transmitted through the network, the network may be informed from the service layer about the service behaviour and service requirements. The application requirement input is used by the QoS Operator control function when authorizing the QoS parameters for PDU session and PDU flows.

Classification: Indicates which Service Data Flow each packet belongs to. The classification is used to select which authorized QoS parameters to apply to each PDU in the CN-UP, AN-UP and UE-UP. Deducible SDFs may be classified based on TFT filters in DL and UL. Non-deducible SDFs may be classified in DL based on packet inspection. UE reflective QoS according to TS 24.139 and packet inspection in CN-UP may be used for classification of non-deducible IP flows in UL.
NOTE: 
UE reflective QoS cannot be used to unambiguously classify all types of Non-deducible SDFs e.g. aggregated traffic using HTTP/port 80.
Editor's note: Further extentions of the reflective QoS beyond the mechanism described in TS 24.139 is FFS.
Max rate control: Max rate control function ensures that the maximum bitrate in the Authorized QoS parameters are maintained.

Transport marking: The transport marking function is indicating the expected treatment in IP networks with a stateless QoS mechanisms, for example routers between the network elements.

Editor's note:
It is FFS whether the transport marking is done per PDU flow or per SDF.

Resource Mgmt: The resource management function is responsible for how the resources are distributed in the access network based on the Authorized QoS parameters from the QoS Operator control function and the monitoring of the fulfilment of the QoS targets. The resource management function can be different in 3GPP and non-3GPP ANs with regards to the possibilities to control resource utilization and availability. Resources mgmt is also done in the transport network.

Editor's note:
It is FFS if all functions described above are needed for NextGen system.

Editor's note:
Functions related to policy control are not described in the solution above and will need to be addressed as solutions to the key issue on Policy Framework.

6.2.1.1.1
Relation between PDU Flow and Service Data Flow

The PDU flow is a logical packet transport of defined characteristics, i.e. corresponding to the finest granularity of packet forwarding/treatment differentiation a PDU session can offer to a service data flow (SDF). A PDU Session may be associated a number of logical PDU flows realized in the UP layer. An application in the service layer may require one or multiple Service Data Flows that may be mapped into one or multiple PDU flows. For this solutions s a PDU flow between the UE and the CN-UP termination of the operator domain is equivalent to an EPS bearer in the EPS QoS framework. PDU flows may be classified into Service-specific and non-Service-specific PDU flows.

QoS parameters assigned to a PDU flows and /or SDF are enforced by the network functions.    
Editor's note:
It is FFS if multiple SDFs may be aggregated into a single PDU flow, 

Editor's note:
It is FFS if multiple SDFs aggregated into a single PDU flow may be visible to Access and transport network.
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Figure 6.2.1.1.1-1: Relation between PDU flow and Service Data Flow
6.2.1.1.2
Application requirements input

Network needs to know the application requirements in order to apply the correct QoS parameters to the Application’s Service Data Flows.

The application requirements information may be provided from the service layer (server or client side):

-
Service identification:

-
How to identify the Service Data Flows associated with the application.
NOTE: The Service Data Flows may be of IP type or non-IP type depending on the PDU session type.
-
Service Behaviour (the behaviour the network can expect from the application), such as:

-
Maximum bitrate per SDF: the Max bitrate that the service is expected to deliver.

-
Service Requirements (the network delivery behaviour requested by the application), such as:

-
Minimum bitrate per SDF: the bitrate that is required for the service to be delivered with sufficient QoE.

-
Delay requirements.

-
Priority between different SDFs within the application.
-
Requested network behaviour with respect to Admission, Retention and Notification.

-
Requested Measurement Window Size, to indicate the condition when observing the service behaviour and requirements fulfilment.
Editor's note:
It is FFS if the Measurement Window Size need to be adaptive or can be configured or specified.
Editor's note:
The list of service behavior and service requirements is not exhaustive and it is FFS which application requirement input that shall be specified within the QoS framework e.g. which input that is determined to be useful.

6.2.1.1.3
Network Authorized QoS parameters

Based on the subscription, application requirements input from the service layer and QoS configuration as well as operator policies, the QoS parameters for the PDU session, for Service-specific and non-Service-specific PDU flows and for Service Data Flows are decided.

QoS parameters per PDU session:

-
Aggregated maximum bitrate for the session.

Editor's note:
It is FFS if some flows should be excluded from the Aggregated maximum bitrate or not.

QoS related parameters per Service-specific and non-Service-specific PDU flows:

-
Traffic Flow templates and filters (when applicable): classifying the service data flow that the QoS parameters applies to. The TFT filter is defined to classify IP and non-IP flows. For example Ethernet flows may be classified based on Ethernet p-bit.
-
PDU Flow Priority: priority per PDU flow for admission to network resources, i.e. how the traffic associated with the flow shall be handled in the AN, at admission and resource mgmt and in CN_UP.

-
Maximum bitrate per PDU flow: UL and DL authorized bitrate value for a single PDU flow. This applies to Service-specific and non-Service-specific PDU flows.
-
Required bitrate per PDU flow: the bitrate (Minimum or Guaranteed bitrate per flow) that is required for the service to be delivered with sufficient QoE.

-
Delivery characteristic per PDU flow: for example packet delay budget, packet loss/late rate. The delivery characteristics may be expressed via a scalar value such as the QCI value, or explicitly indicated..

-
Network behaviour per PDU flow: the expected treatment if the QoS targets represented by the authorized QoS parameters for the flow are not met by the network.

QoS related parameters per Service Data Flow:

-
Traffic templates classifying the service data flow that the QoS parameters apply to. The TFT filter is defined to classify IP and non-IP flows. For example Ethernet flows may be classified based on Ethernet p-bit.

-
SDF Priority: priority per SDF for admission to network resources, i.e. how the traffic associated with the flow shall be handled in the network at admission and resource mgmt and in CN_UP.

-
Maximum bitrate per SDF: UL and DL authorized bitrate value for a single SDF. 

-
Required bitrate per SDF: the bitrate (Minimum or Guaranteed bitrate per flow) that is required for the service to be delivered with sufficient QoE.

-
Delivery characteristic per SDF: for example packet delay budget, packet loss/late rate. The delivery characteristics may be expressed via a scalar value such as the QCI value, or explicitly indicated.

-
Network behaviour per Service Data flow: the expected treatment if the QoS targets represented by the authorized QoS parameters for the flow are not met by the network.
6.2.1.1.3.1
Flow Priority

The Flow priority is a parameter indicating the relative priority of fulfilling the Required Bit Rate and delivery characteristics (delay budget, packet loss/late rate).  It impacts both the SDF/PDU flow admission to resources in the network as well as the distribution of resources for packet forwarding treatment, allowing consistency in admission and resource distribution to fulfil the service requirements.
6.2.1.1.4.2
Network behaviour per flow

Network behaviour per flow shall indicate the following behaviour

-
Admission. If the flow shall be admitted in the network even if there are not enough network resources to fulfil the service requirements (required bitrate and/or delivery characteristics) associated with the flow cannot be met (Keep/Drop)

-
Retention: If the flow can be discontinued to allow the network to admit a flow with higher priority (Retain/May be dropped)

-
Notification. If a network element shall send a notification (to the policy function) if the service requirements associated with the flow cannot be met. (Yes/No)

Editor's note:
It is FFS how frequently the network elements indicate repeated failures to meet the service requirements.

The Network behaviour may apply to both the SDF/PDU flow.
6.2.1.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

Editor's note:
The QoS related IEs at each step of the flows is FFS.

6.2.1.2.1
QoS Authorization at PDU session establishment

During the PDU session establishment, the QoS for a generic treatment of service data flows in the network is decided and associated to a non-Service-specific PDU flow:
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6.2.1.2.1-1: Sequence diagram for Authorized PDU Session QoS

1.
The UE attach to the network and a PDU session between the UE and a data network is requested. The PDU session carries all traffic related to PDU connectivity service regardless of the characteristics of individual Service Data flows.

2.
If deployed, the CN_CP (QOS) establish a session towards the Policy function and invoke to authorization of the PDU session including the Authorized QoS of the PDU session for PDU flow to be used for a generic treatment of service data flows in the network. Alternatively the CN_CP (QOS) may authorize the PDU session including the Authorized QoS of the PDU session for the PDU flow to be used a generic treatment of service flows in the network based on local policies.

3.
The CN_CP (QOS) forward the Authorised QoS to CN_UP. The CN_UP acknowledge the reception.

4.
The CN_CP (QOS) complete the PDU session establishment and inform the network functions about the Authorized QoS of the PDU session to be enforced.

Editor's note:
Details of step 4 in figure 6.2.1.2.1-1 is FFS.

6.2.1.2.2
QoS Authorization based on application requirements

An application server may require a specific treatment in the network of  service data flow or flows. If so the Policy Function can authorized a QoS per SDF to be associated to a PDU flow and enforced by the network.
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Figure 6.2.1.2.2-1: Sequence diagram for Authorized Flow QoS

1.
A PDU session is established between the UE and a data network. The PDU session carries all traffic related to PDU connectivity service regardless of the characteristics of individual Service Data flows. The Policy function may be invoked to authorize the QoS characteristics of the PDU session as described in clause 6.2.1.2.1.

2.
An Application Session consisting of one or multiple service data flows is established between the UE and the Application Server.

3.
The App_Server (Service Layer) indicates the application QoS requirements as well as the necessary information to classify the application's service data flow(s). The request from the App_Server may be originating from the App_Server or from the UE through Service Layer communication.

4.
Based on the operator policies, the Policy Function authorizes the QoS that the network will enforce on the application's service data flow(s) and acknowledge the Application layer.

5.
The Policy Function sends the Authorised QoS per service data flow to CN_CP (QOS), as well as the necessary information to classify the application's service data flow(s). The Authorised QoS per service data flow represent the treatment that the network shall apply to the flow.

6.
The CN_CP (QOS) process the Authorised QoS per service data flow and forward the Authorised QoS per PDU flow to CN_UP as well as the Authorized QoS per service data flow. The CN_UP acknowledge the reception.

7.
The CN_CP (QOS) forward the Authorised QoS to AN per PDU flow. The AN acknowledges the reception and confirms that the Authorized QoS can be fulfilled to the CN CP.
Editor's note:
It is FFS if the Authorized QoS per SDF is forwarded to the AN.
NOTE:
In case of non-3GPP accesses, lacking the capability of enforcing the QoS parameters on Radio Bearers, it is up to the access network to apply the Authorized QoS available in the access network.
8.
The CN_CP (QoS) forward the Authorised QoS (TFT and filters, maximum bitrate) to the UE for classification and possible actions such as rate control. The UE acknowledge the reception.

9.
The CN_CP (QOS) may confirm that the Authorized QoS can be fulfilled to the Policy Function.

10.
The Policy Function may confirm that the Authorized QoS can be fulfilled to the App_Server.

6.2.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
6.2.1.3.1
Solution comparison to the existing framework
The solution follows the principles of the EPS QoS framework, retaining the Policy centric control of QoS authorization and leveraging on a per PDU flow QoS for service differentiation.

Improvements and enhancements are suggested to address the ability of fulfilling the requirements from new services foreseen for 5G, for example High Reliable communication services. High Reliable communication services are characterized by the service layer need of committed QoS targets and its possibility to act upon an expected change of the network fulfillment of the QoS targets.
The following enhancements are initially proposed (compared to the current EPS QoS framework):
-
Improved Service-Network interaction allowing the service layer to request a specific network behaviour related to Admission, Retention and Notification. With this approach the network behaviour is extended beyond the currently available distinction between GBR (submitted to admission control) and nonGBR PDU Flows (no admission control and no network commitments) , allowing the network (for any type of PDU flow): 
-
to monitor the QoS targets fulfilment and 

-
to notify the service layer in case the QoS targets cannot be fulfilled and the service layer has  requested to be notified.

-
Enhanced QoS parameters and alignment between application requirements parameters and authorized QoS parameters per PDU flow and SDF

-
Introduction of Required Bit Rate parameter for any kind PDU flow (regardless if “GBR” or “nonGBR” type). 

-
A single priority parameter per PDU flow for admission and QoS targets (delay, bitrate etc.) fulfilment. 

-
Decoupling of the PDU flow priority for QoS targets fulfilment from the delivery characteristics per flow
-
Option for explicit QoS targets (delay, bitrate etc.)
Those enhancements aims to simplify configuration, improve the predictability of the effects of QoS differentiation and limit the proliferation of standardised QCI values compared to the EPS QoS framework.

Editor's note: Additional differences with the EPS framework is FFS
6.2.2
Solution 2.2: Flow based QoS framework

This is a solution to Key issue 2: QoS framework.

6.2.2.1
Architecture description

The Figure 6.2.2.1-1 represents a flow based QoS non-roaming architecture that is used to describe the proposed QoS framework.
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Figure 6.2.2.1-1: Flow based QoS non-roaming architecture
The Figure 6.2.2.1-2 represents a flow based QoS architecture for roaming, home routed traffic
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Figure 6.2.2.1-2: Flow based QoS architecture for roaming, home routed
The Figure 6.2.2.1-3 represents a flow based QoS architecture for roaming, local breakout
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Figure 6.2.2.1-3: Flow based QoS architecture for roaming, local breakout
NOTE:
These solutions do not assume a specific number of CP and UP functions, for illustrative purposes the CP and UP functions have been grouped.

The QoS policy is stored and set-up at the CP functions in order to be:

-
Enforced at UP functions.

-
Transferred to AN and UE for QoS enforcement.

The following list of parameters is needed at this stage for QoS framework definition:

-
Flow Priority Indicator (FPI): define priority per flow treatment at UP and AN functions. It corresponds to scheduling priority as well as priority handling in case of congestion. The FPI also indicates whether the flow requires guaranteed flow bitrate and/or maximum flow bitrate.
Editor's note:
It is FFS whether packet delay budget and/or packet error rate are implicitly covered by the FPI value or whether they are distinct QoS parameters.
-
Flow Descriptor: packet filters associated with that specific flow treatment. In uplink identification shall be done in the UE and AN but limited to layers 2 (e.g. for Ethernet PDU type) or 3 and 4 (for IP PDU Session type). In its request for uplink resources to RAN the UE specifies the FPI linked to the identified packets it intends to send.
Editor's note:
This solution assumes that the RAN design of the radio interface supports transmission of FPI or class of FPI in request from the UE for uplink resources.
-
Maximum Flow Bitrate (MFB): UL and DL bitrate value applicable for a single flow or aggregation of flows. It indicates maximum bitrate authorized for the data flow identified by a flow descriptor.

-
Guaranteed Flow Bitrate (GFB): UL and DL bitrate value applicable for a single flow or aggregation of flows. It indicates guaranteed bitrate authorized for the data flow.
Application traffic detected by application detection function will be assigned a flow descriptor if deducible. That flow descriptor may be linked to a GFB which will then apply to the deducible flow. Otherwise a default flow descriptor will be assigned to the non-deducible flow and application of a GFB will not be possible on it.
NOTE:
The MFB of a guaranteed flow shall be set larger than or equal to the GFB.
-
Flow Priority Level (FPL): defines the flow relative importance to access to AN resource. In addition, the FPL indicates whether the access to AN non-prioritized resource should be pre-emptable and resources allocated should be protected from pre-emption.

-
Session Bitrate: UL and DL bitrate value applicable for the established user session. It indicates maximum bitrate authorized for user session.
-
Reflective QoS Indication (RQI): DL indication applicable for a single flow or aggregation of flows. When used as U-plane marking it is determined by the UP functions and is applied on per-packet basis for the lifetime of a flow.
Editor's note:
It is FFS whether RQI need to be signaled in-band or whether UE shall apply reflective QoS for all flows that were initiated without explicit C-plane QoS signaling.
Editor's note:
It is FFS whether RQI is needed in the uplink to allow the UE to indicate to the network to apply the same QoS for corresponding downlink flows.
Editor's note:
It is FFS how the UP functions determines the lifetime of the flow and whether the FPI can change during the lifetime of a flow.

Editor's note:
It is FFS whether UE bitrate value should be defined.
Two types of user plane per-packet marking information are introduced:
-
Packet Priority Indicator (PPI): define scheduling priority per packet at UP and AN functions. Different PPIs are marked to the packets in the same flow by the NextGen UP functions and UE to identify the different scheduling priority for the packets e.g. with different content type. 
Editor's note:
It is assumed that either PPI or FPI is used as a user plan per-packet marking. 
Editor's note:
How the UE supports different PPIs marking for the UL packets requiring different scheduling priority (e.g. with different content type) in the same flow is FFS.
-
Packet Discard Priority Indicator (PDPI): defines the discard priority per packet in the NextGen system in case of congestion e.g. for differentiating content within the same flow. The PDPI marking in the downlink is set by the UP functions and is used by the AN.

Editor's note:
Whether PDPI is used in the uplink and how is FFS.
Editor's note: 
The DL PPI and PDPI marking need per-packet inspection in the NextGen UP functions. How the NextGen UP functions decide the marking is FFS.
Editor's note: 
It is FFS whether a single parameter or multiple parameters carry the PPI and PDPI information. 
QoS parameters are applicable at least in the following functions as summarized in the table below:

Table 6.2.2.1-1: QoS parameters
	QoS parameters
	UP functions
	AN
	UE

	Flow Priority Indicator (FPI)
	*
	*
	*

	Flow Priority Level (FPL)
	
	*
	

	Packet Priority Indicator (PPI)
	*
	*
	*

	Packet Discard Priority Indicator (PDPI)
	*
	*
	*

	Flow Descriptor
	DL
	*
	*
	

	
	UL
	
	*
	*

	Maximum Flow Bitrate (MFB)
	DL
	*
	
	

	
	UL
	
	*
	

	Guarantee Flow Bitrate (GFB)
	DL
	
	*
	

	
	UL
	
	*
	*(1)

	Session Bitrate 
	DL
	*
	
	

	
	UL
	
	*
	

	Reflective QoS Indication (RQI)
	DL
	*
	*
	*


Editor's note:
It is FFS whether GFB is applicable in UP functions.

NOTE:
Support of GFB in the UE depends on the QoS design of the radio interface.

The following reference points are assumed for the purpose of describing the QoS framework:

NG1:
Reference point between the UE and the CP functions. 

NG2:
Reference point between the AN and CP functions. 

NG3:
Reference point between the AN and UP functions.

NG4: 
Reference point between the CP functions and UP functions.
NG5:
Reference point between the CP functions and an Application Function (AF).
NG6:
Reference point between the UP functions and a Data Network (DN).
NG8:
Reference point between the V-CP and H-CP functions (roaming scenarios).
NG9:
Reference point between the V-UP and H-UP functions (roaming scenarios).
All the parameters in the table above may be provided using C-plane signalling over NG4, NG2, NG1 or even at access stratum, depending on the RAN design for the radio interface.
FPI and RQI are used on NG3 and on the radio interface on per-packet basis for the lifetime of a flow:
-
Upon uplink data reception the RAN performs verification whether the FPI corresponds to the set of pre-authorised FPIs and replicates it on the NG3 interface (e.g. in the NG3 encapsulation header, and/or as transport-layer marking). The uplink FPI is used further upstream by the UP functions to perform validation e.g. whether the FPI used by the UE corresponds to the (pre-)authorised QoS policies.

-
Upon downlink data reception the RAN uses the downlink FPI to determine the QoS treatment on the radio. It may also replicate the received downlink FPI and/or downlink RQI on the radio interface. Upon downlink data reception UE uses the downlink RQI to determine whether it shall apply reflective QoS on the corresponding (as determined by the UE) UL flows. The UE may use the downlink FPI to determine QoS for the corresponding uplink traffic in case of reflective QoS.
C-plane signalling over the radio interface should be used only when the information provided using U-plane markings (i.e. FPI and RQI) is not sufficient.
Editor's note:
This solution assumes that the RAN design of the radio interface supports U-plane markings (e.g. FPI and/or RQI) on per-packet basis in both uplink and downlink.

Editor's note:
This solution assumes that the RAN design of the radio interface supports in-band initiation of “radio bearers” (similar to the existing support on PC5 or GERAN) i.e. without any C-plane signaling between the UE and the network.

Editor's note:
This solution assumes that the RAN design of the radio interface is able to map the uplink FPI to corresponding radio resource control.
6.2.2.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.
Depicted in Figure 6.2.2.2-1 is a call flow describing the C-plane QoS signalling.
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Figure 6.2.2.2-1: Flow based QoS architecture: Control plane signalling
1.
A PDU Session is established between the UE and a data network. The PDU Session carries all traffic related to the PDU Session regardless of the QoS characteristics of individual traffic flows. QoS differentiation between several flows multiplexed on the same PDU Session can be provided by means of a QoS marking applied to each packet. As part of this step the UE is provided with a set of pre-authorised FPIs for which it can initiate UL packets without explicit signalling with the network.
2.
A new QoS request is received by the CP functions from the Application Function (AF), from the UP functions, or from the UE, as described in steps 2a, 2b and 2c, respectively.
2a.
The Application Function (AF) is an element offering packet flow that requires a specific QoS treatment. The AF sends [NG5] AF QoS request  (Flow Descriptor, flow bitrate) to CP functions.
2b.
The UP functions detect a new flow that requires specific QoS handling and sends a [NG4] UP QoS Request (Flow Descriptor, Application ID) to CP functions.

2c.
The UE sends an explicit QoS request by sending a [NG1] UE QoS Request (Flow Descriptor, Requested QoS) to CP functions.
3.
The CP functions determines the authorised QoS for the QoS request received in step 2 based on operator requirements. The QoS policy is the list of parameters applicable to control QoS in relevant NextGen entities (CN, AN, UE).


The CP functions sends a [NG4] Authorised QoS (DL Flow Descriptor, Flow Priority Indicator, DL Max Flow Bitrate, DL Session Bitrate, RQI). The DL Flow Descriptor is used by the UP functions to identify user plane packets on which to perform packet classification and marking with the Flow Priority Indicator received within QoS policy. In addition, the UP functions use DL Max Flow Bitrate and DL Session Bitrate to apply maximum bitrate control for downlink packets at the flow and PDU Session level.


The Flow Priority Indicator refers to parameters which are preconfigured at AN node and which describe the packet treatment. RQI indicates whether UE shall apply reflective QoS for corresponding uplink flows. FPI and RQI are used by UP function for U-plane marking over NG3 in the downlink.
Editor's note:
Roaming scenario is FFS.

4.
The CP functions may send [NG2] Authorised QoS (UL Flow Descriptor, Flow Priority Indicator, FPL, UL Max Flow Bitrate, UL and DL GFB, UL Session Bitrate) message to the AN.


The UL Flow Descriptor is used by the AN to identify user plane packets on which to perform packet classification and marking in the uplink with the Flow Priority Indicator received within the QoS policy. The AN uses UL Max Flow Bitrate and UL Session Bitrate to enforce maximum bitrate control at PDU Session and flow levels for uplink user plane data packets based on received values.
NOTE:
As part of this step the CP functions also provides information that allow the AN node to identify the PDU Session.
This message is optional. It is used only if AN needs to receive information that is not possible to receive using downlink user plane markings on NG3.
5.
The network may send Authorised QoS information (i.e. UL Flow Descriptor, Flow Priority Indicator, UL GFB) to the UE. Depending on the RAN interface design it is possible that the QoS information is signalled as NAS information (step 5a) or as AS information (step 5b). The UL Flow Descriptor is used by the UE to identify user plane packets on which to perform packet classification and marking in the uplink with the Flow Priority Indicator received within the QoS policy.
Editor's note:
It is FFS whether C-plane QoS signalling information is sent as NAS information (step 5a) or AS information (step 5b).

This message is optional. It is used only if UE needs to receive information that is not possible to receive using user plane markings on the radio interface.

NOTE:
It is up to RAN groups to define QoS framework in radio access.

6.
The AN acknowledges QoS enforcement operation to CP functions by sending a [NG2] Authorised QoS Ack message to CP functions. This message exists if step 4 was performed earlier.
7.
The UP functions acknowledge QoS enforcement operation to CP functions by sending a [NG4] Authorised QoS Ack message to CP functions.
Depicted in Figure 6.2.2.2-1 is a call flow describing U-plane QoS aspects.
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Figure 6.2.2.2-1: Flow based QoS architecture: User plane aspects
1.
UP functions receive a downlink IP packet.

2.
Based on the information configured using NG4 signalling as described in Figure 6.2.2.2-2, the UP functions determines the FPI (FPI_1 in the figure) to apply as packet marking over NG3. The packet marking is used in the NG3 encapsulation header, and possibly as transport-layer marking. If the UP functions determines that reflective QoS should be used for corresponding uplink traffic, it includes the RQI in the packet marking.

3.
Upon reception of the NG3 packet the AN uses the FPI marking to determine the packet handling on the radio interface. If the UE has no corresponding “radio bearer” for FPI_1, the AN implicitly initiates a new “radio bearer” for FPI_1. If RQI was included in the NG3 packet, the AN replicates it in the radio header of the downlink radio packet. The AN also includes FPI_1 in the downlink radio packet e.g. to assist the UE in determining QoS for corresponding uplink traffic in case of reflective QoS or towards a Remote UE in case the UE acts as a Relay UE.

4.
Upon reception of the radio packet UE take a note of the received information (FPI and/or RQI). If RQI was present in the downlink, it handles all corresponding uplink flows with the same FPI (i.e. FPI_1). Given that the QoS handling of this flow was initiated by the network, FPI_1 does not need to be part of the “pre-authorised FPI set”.

5.
An application client in the UE provides an uplink packet for transmission to the lower layers. Based on internal configuration the UE maps the uplink packet into one of the pre-authorised FPIs (FPI_2 in the figure) and proceeds with transmission in the uplink, as defined by RAN specifications. If the UE currently has no corresponding “radio bearer” for FPI_2, the UE initiates a new “radio bearer” for FPI_2 using in-band means. The UE includes the selected FPI (FPI_2) in the radio packet header.

6.
Upon reception of the radio packet the RAN verifies whether FPI_2 is part of the “pre-authorised FPI set”. In the affirmative case the RAN copies the received FPI in the NG3 encapsulation header, and possibly uses FPI_2 to determine any transport-layer marking over NG3. Otherwise the RAN discards the packet.

Editor's note:
It is FFS whether in emergency situation UE should be allowed to initiate a flow with an FPI that is not part of the “pre-authorized FPI set” and how this is handled by the system.

7.
Upon reception of the NG3 packet the UP functions performs validation of the FPI. If the UP functions determines that the flow initiated by the UE requires a different QoS than the one selected by the UE, the UP functions performs a corrective action.

Editor's note:
It is FFS whether the corrective action consists in silent packet discard or whether UP functions uses C-plane QoS signaling or U-plane markings to instruct the UE to switch to a different QoS.
8.
UP functions forwards the uplink IP packet towards the data network.
6.2.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.2.3
Solution 2.3: Content Aware QoS Framework

6.2.3.1
Overview
This is a solution to Key issue 2: QoS framework.
NOTE:
CN means Core Network; CP means Control Plane; UP means User Plane
The solution is based on following principles:
1.
The CN (CP) is able to send to the RAN via CP signalling:

-
Transport level rules associating a service data flow (e.g. IP flows in case of PDU sessions carrying IP traffic) with a set of transport level parameters (priority, delay,…) 

-
but also more advanced rules  containing higher level (“Quality of Experience” related) QoS parameters: “Intent level” QoS rules. 

NOTE 1:
The solution assumes that the AN is able to access to the header (e.g. IP & transport headers) of the PDU carried between the UE and NG-Gi.

NOTE 2:
The transfer via signalling of QoS rules from the Core to the AN may not apply to all AN types.

2.
No usage of bearers: bearers are used neither in the Core nor on the Core to AN interface.
NOTE 3: 
Whether bearers are used over the radio interface is totally transparent for the solution and totally under the scope of RAN WG

3.
DL packet marking in the User Plane from the Core to the RAN.

Editor's note:
GBR traffic is FFS.

Editor's note:
Applicability of this solution for non-3GPP AN is FFS.

Principles 2 and 3 are common with the solution in sub-clause 6.2.2.
6.2.3.2
Architecture description

The Figure 6.2.3.2-1 represents a QoS architecture that is used to describe the proposed QoS framework.
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Figure 6.2.3.2-1: Content Aware QoS architecture

The architecture is the same than in solution 2.2 with following differences:

1.
NG2 may carry other QoS rules (Intent level QoS) than in solution 6.2.2..

2.
The NextGen-RAN contains a Content Awareness Function in the RAN (CAF-RAN). The role of the CAF-RAN is detailed below. CAF-RAN contains both CP and UP functions. The potential split between CAF-RAN CP and UP is considered out of scope of SA2
Editor's note:
This solution has dependency on RAN WGs. Decision to support CAF-RAN within RAN belongs to RAN WGs.
3.
No interface between the UE and the CN CP functions for the CN CP functions to configure QoS handling in the UE
4.
The packet marking used in solution 2.3 does not carry itself information on the QoS to apply in the RAN. Information on the QoS to apply in the RAN is provided by the QoS rules provided by the CN CP to the RAN that refer to this packet marking.
CN UP functions

As in solution 6.2.2, the CN UP functions are able to

-
Receive QoS & charging rules from the CN CP. These rules target service data flows 

-
Detect applications

-
Carry out charging actions (CDR, on-line charging) based on the rules received from the CN CP

-
Mark DL UP traffic sent to the (CAF-)RAN based on rules received from the CN CP. This marking is called FII (Flow Identification Indicator). The FII marking is not meant to directly control the QoS behaviour in the RAN: the QoS behaviour in the RAN is controlled by QoS rules that may refer to FII and that are sent by the CN CP to the CAF-RAN.

-
Enforce DL Session Bitrate enforcement i.e. enforcing control on the maximum bitrate authorized for the session
RAN functions including Content Awareness function in the RAN (CAF-RAN):

-
Enforce QoS UL session bit rate enforcement: i.e. enforcing control on the maximum bitrate authorized for the session 
CAF-RAN:

-
Receives QoS rules from the CN CP over NG2. These rules may target any combination of (FII (UP flow marking by CN UP), service data flows (PDU session flows))

-
QoS rules sent to CAF-RAN use FII to identify the targeted traffic. This allows the CN CP to ensure coherency between charging decisions (and potential application detection) from the Core and QoS enforcement in the RAN

-
QoS rules related with a flow descriptor may be sent to CAF-RAN while no corresponding traffic  is currently exchanged  between the UE and the network.
-
Is made aware of the PDU session type (IP, Ethernet, Unstructured) by the CN CP.

NOTE: 
This is needed for the CAF-RAN to be able to filter traffic based on PDU session flows

-
Transforms higher level QoS rules received from the CN CP into transport level QoS rules. This transformation is implementation-specific (i.e. will not be standardized) and may be dynamic and it takes into account the current radio load (in the cell(s) used to exchange UP traffic with the UE) and the radio quality for the UE

-
This transformation may take into account the user plane traffic mix, simultaneous competing flows and network status and resource availability. 
-
Can Shape DL and UL traffic. DL traffic shaping helps controlling the flow of UL traffic.
Co-ordination between CN UP and CAF-RAN:

The CN UP provides packet marking (FII) based on the rules received from the CN CP. The traffic shaping and policy enforcement in the CAF-RAN is bound by Intent level –QoS rules received from the CN CP that may refer to this marking. The CN CP is responsible of ensuring the coherency between any application detection (and related charging data collection) in the CN UP and QoS rules sent to the CAF-RAN. This ensures that the CN UP and CAF - RAN are working in coordinated manner: the CAF-RAN is bound by the charging and detection performed in the core but is responsible of providing an appropriate QoS to the flows marked by the Core (FII).

CN CP function:

QoS rules  are determined  at the CN CP functions. They are transferred to the CAF-RAN and to the CN UP functions, at least at PDU session establishment.

Policy provisioning and enforcement:

Operator provisions subscriber and application specific QoS policies in the CN CP functions. The CN CP functions in the Core provide the rules to the CAF-RAN and CN UP functions. 

Charging:

Traffic charging support (CDR, granted quota for on-line) is performed in the CN UP function based on the rules received  from CN CP. When the CN UP function reports charging related information associated with  traffic it provides the corresponding FII.,
NOTE:  
When charging requires precise knowledge of the exact QoS applied to some traffic, this traffic should only be associated with Transport QoS policies.
The following reference points are assumed for the purpose of describing the QoS framework:

NG2:
Reference point between the RAN and CN CP functions.
NG5:
Reference point between the CN CP functions and an Application Function (AF).
NG4:
Reference point between the CN CP functions and CN UP functions.
NG3:
Reference point between the RAN and CN UP functions.
NR-Uu:
Reference point between the UE and the NextGen-RAN.
6.2.3.3
QoS related information exchanged between network functions
FII:  Flow Identification Indicator: Traffic Mark set by the CN UP on DL UP traffic sent to the (CAF-)RAN. This marking is based on rules received from the CN CP and may e.g. identify traffic of applications detected by the CN UP function and/or traffic subject of a specific charging. The FII marking is not meant to directly control the QoS behaviour in the RAN: the QoS behaviour in the RAN is controlled by QoS rules that may refer to FII and that are sent by the CN CP to the CAF-RAN. The FII is used on NG3 on a per-packet basis .  Traffic from 2 UE may be associated with the same FII.
NOTE1: 
Based on the output of application detection enforced in the CN UP functions, different PDU within the same flow (e.g. with the same 5 Tuple in case of a PDU session for IP traffic) may be associated by the CN UP with different FII values. This may not be possible in case of ciphered traffic. This assumes the transport protocol handles different streams for this kind of traffic.
Rules sent from CN CP to CAF-RAN:

A QoS rule sent by the CN CP to the CAF-RAN contains:

-
Flow descriptor: Information to identify the target UP flow (equivalent concept to SDF descriptor in PCC)

-
A QoS precedence rule to determine which QoS rule to apply when a PDU would match multiple QoS rules. The precedence applies only within a PDU session i.e. traffic detection takes place within the flow of a PDU session.

-
Target QoS information; this may correspond to a “transport” QoS rule or to a set of higher level rules (“Intent” level). A given QoS rule corresponds to one single level: either “transport” level or “higher” level.

The target UP flow of a QoS rule sent to CAF-RAN may be identified by any combination of (including also wildcarding):

-
FII (packet marking from CN UP)

-
PDU addressing information (e.g. a 5 Tuple in case of a PDU session of IP PDU session type)

The CN CP may send following level of rules (different level of Target QoS information) to the CAF- RAN:

-
Transport QoS level rules providing Explicit QoS targets (priority, delay, jitter, packet loss, etc.).

-
Intent level QoS rules providing abstract QoS target.

An Intent level rule associates a (Radio) Load and quality level with a QoE level.

-
Load and Quality Levels may correspond to: “High”, “medium”, “low”.

-
QoE levels may correspond to: 

-
“Higher”, “medium”, “lower” or to

-
 abstract rules . e.g. Voice type QoS, Smoothed Bit rate QoS (limit the bandwidth variation for the traffic), bulk traffic (traffic may be discarded when the radio conditions are bad or the cell too loaded), etc.  

NOTE2: 
The translation from Intent QoS rules to Transport QoS rules in RAN is implementation specific , i.e. the translation from different vendors may not lead to exactly the same result. Thus when subscription requires precise knowledge of the exact QoS applied to some traffic (e.g. to ensure that the same transport QoS is applied across different RANs in multi RAN vendor deployments), this traffic should only be associated with Transport QoS rules.
NOTE3: 
CAF-RAN applies Intent level rules for an UP flow only if the Core allows it:

-
Intent level QoS rules sent to the RAN are associated with FII marks by CN CP plane (e.g. for certain FII values, CAF-RAN is not allowed to apply intent level rules)

-
Thus CAF-RAN may apply Intent level QoS on a PDU session flow only when the CN UP has sent DL traffic of this PDU session flow with the corresponding FII marking.
CAF-RAN is responsible to locally map Intent level QoS rules into Transport QoS level rules based on 

-
Static information: local CAF-RAN policies and 

-
Dynamic information: local (radio) conditions (current context of the user plane traffic mix, simultaneous competing flows and network status and resource availability), 

-
bound by the upper limits of intent level QoS rules (QoE level).

The mapping from an Intent level rule to actual Transport QoS level parameters is implementation-specific and can be controlled by local operator policies. 

At Hand-Over from source RAN to target RAN, the source RAN provides the target RAN with 

-
 The QoS policies receivd from the CN CP i.e. transport QoS rules and Intent QoS rules for the UE (information independent of the current PDU session flows of the UE)

 -
but also with the derived transport QoS rules currently applying to the PDU session flows of the UE (information sent only for the on-going PDU session flows of the UE)

In case of Home Routing type of roaming for a PDU session (where the PDU session anchor lies in the Home network), the CN CP QoS policies that target the CAF-RAN come from the CN CP entities of the Home network and are likely to contain only Transport level policies. They may nevertheless contain Intent level policies based on specific roaming agreements (e.g. between operators belonging having signed specific roaming agreements).

Rules sent from CN CP to CN UP:

A QoS & charging rule sent from CN CP to CN UP 

-
Targets a service data flow (Flow descriptor)  

-
Is associated with a precedence to determine which rule to apply when a PDU would match multiple rules. The precedence applies only within a PDU session i.e. traffic detection takes place within the flow of a PDU session.

-
Identifies the charging related information (out of scope of this solution)

-
Identifies the FII tagging to be used to send the corresponding traffic downstream. This is intended for the CAF-RAN

-
Corresponds to a transport level QoS rule
Support of UL QoS:

In order to support proper UL QoS, the RAN provides the UE with information on the mapping of between flows within a PDU session (for example IP flows) with the priority level to be used to request UL radio resources. 

This is assumed to rely on reflective QoS (similar solution to the one described in 23.139) i.e. on in-band marking of the traffic called  Flow Priority Level (FPL). The Flow Priority Level (FPL) that is sent to the UE is determined by the RAN based on local policies based on the FII. It is different from the FII . The UE may use the downlink FPL to determine QoS for the corresponding uplink traffic, and may also use it to determine the QoS on the link towards a Remote UE when the UE is acting as a UE-to-Network Relay

NOTE4:
Reflective QoS allows to cope with OTT applications that make a heavy usage of short lived IP flows.

NOTE5: 
This FPL is similar to the bearer Priority sent by E-UTRAN to UE over RRC (that is different from QCI)

NOTE6:
The final decision on this aspect is to be taken together with RAN groups.

Editor’s note: 
It is FFS How the reflective QoS works in case the CN UP allocates different FII for the same flow 

Editor’s note: 
It is FFS Whether the RAN or the CN UP performs verification of whether the UE has complied to reflective QoS and used the  correct Flow Priority Level (FPL) for its uplink traffic
6.2.3.4
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.
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Figure 6.2.3.4-1

1.
A PDU session for user plane traffic is established between the UE and a data network. The PDU session carries all user plane traffic regardless of the QoS characteristics of individual traffic flows.

2,3.
The CN CP functions signals QoS rules to the CN UP Functions. These rules are defined in § 6.2.3.3. They may refer to application detection and to FII marking to be set by the CN UP. The CN UP acknowledge (s) the rules received from the CN CP
4,5.
The CN CP functions signals QoS rules to the CAF-RAN. These rules are defined in § 6.2.3.3. They may refer to FII marking received from the Core. The CAF-RAN acknowledges the rules received from the CN CP
NOTE 2:
It is up to the RAN groups to define QoS framework in radio access.

CN CP functions may provide QoS policies for future use even when there are no current active flows associated with the Flow Descriptors of these QoS policies.
6.2.3.5
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
6.2.4
Solution 2.4: QoS model for QoS Authorization and Request 

6.2.4.1
Architecture description 
Editor's note: This clause will contain e.g., terminology, overview, architecture description of the solution. 

6.2.4.1.1 Functional Architecture

The functional architecture of solution 2.2 is assumed. 

6.2.4.2
Function description 
Editor's note: This clause will contain function descriptions and the interactions among the network functions.

6.2.4.2.1
QoS Pre-Authorization at PDU Session Establishment

Traditionally in EPC, and in solutions 2.1 and 2.2, data flows that require a specific QoS treatment have the QoS authorized by the network based on interaction with an AF.

In certain scenarios, when the UE establishes a PDU session towards a Data Network, the network may have policies associated to the UE subscription profile that indicate that certain data flows are pre-authorized to obtain a specific level of QoS. This may be based e.g. on specific applications in the UE. 

This solution proposes that, when QoS is established (e.g. at PDU session establishment, as in the case of solution 2.1 in 6.2.1.2.1), the CP Function performing QoS decisions provides to the UP function (UP-GW(s)) and to the AN the Authorized QoS (per solution 2.1) or the QoS Policy (per solution 2.2) containing pre-authorized QoS information for specific IP flows. The same QoS information is also provided to the UE. Such pre-authorized QoS information applies to data flows for which no explicit QoS establishment is requested either by the AF or the UE. 

When the UE establishes a data flow for which QoS and sends traffic over the AN, the UE uses best-effort transport over the AN. The AN, detecting that the UE is generating traffic corresponding to a data flow for which a specific level of QoS is pre-authorized performs AN specific actions to establish the resources required to provide such QoS and provides the UE with the information about the resources (e.g. radio bearers in case of a RAN with dedicated bearers). As an example, a RAN for which dedicated bearers are supported may establish a new dedicated bearer the data flow, or may re-use an existing dedicated bearer, inform the UE of what bearer should be used for the uplink traffic belonging to the flow, and use the dedicated resources to deliver corresponding downlink traffic.

If the UE receives from the AN QoS information for a data flow that do not match what the CN provided, the UE uses the information from the AN.  

6.2.4.2.2
QoS Establishment

In addition to solutions 2.1 and 2.2, this solution proposes two additional alternatives for QoS authorization:

-
UE requested QoS: the UE can trigger the establishment of QoS for data flows In reference to solution 2.1 in section 6.2.1.2.2, and solution 2.2 in section 6.2.2.2, instead of the AF triggering the establishment of QoS for data flows that require specific treatment in the network, the UE performs the triggering.When an application in the UE requires specific treatment of data flows, either the application requests to the lower layer a specific level of QoS and provides the data flow descriptor, or the UE may be configured with policies (e.g. provided by the HPLMN or preconfigured in the UE) to associate the application request for transporting data with a specific QoS level. The UE then sends a request to the CP Functions containing the data flow descriptors and the level(s) of required QoS. The UE may send the QoS request before the establishment of the application session.
-
Implicit QoS setup: the UE generates data flow(s) traffic for the application session and transmits the traffic using best-effort transport over the AN. The AN forwards the traffic toward the CN-UP function and uses best effort transport. The CN-UP function detects unclassified uplink data flow(s) and reports it to the CN-CP function providing the data flow(s) descriptor(s). To support such scenario, it is assumed that when the UE establishes a PDU session, the CP-CN function indicates to the UE whether implicit QoS setup is supported for the PDU session. 
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Figure 6.2.4.2.2-1: UE Requested QoS.

1.
The UE attaches to the network and a PDU session between the UE and a data network is requested. 

2.
The UE may establish an application session with a server in the Data Network.

NOTE: Step 2 may take place after step 3a.

3.
Qos establishment is triggered. Either:
3a.
The UE determines that the data flow(s) for the application require QoS and the UE sends an explicit QoS Request to the CN-CP providing QoS requirements for a specific (set of) data flow(s); or

3b. Upon detecting unclassified uplink data flow(s) belonging to one of the rules provided by the policy function, the CN-UP function may report it to the CN-CP function providing the data flow(s) descriptor(s). 

Editor’s note: what mechanisms can be used to avoid excessive signalling between the CN-UP and the CN-CP due to unwarranted unclassified flow detections are FFS.

4.
The CN-CP function establishes a session towards the Policy function, invokes the authorization of QoS for the data flow(s), and receives the Authorized QoS for (each) data flow.

5.
The CN-CP function forwards the Authorized QoS to CN-UP. 

6.
The CN-CP function may forward the Authorized QoS to AN. The AN acknowledges the reception and confirms that the Authorized QoS can be fulfilled to the CN-CP. The AN establishes the AN resources required to provide the QoS and may interact with the UE to establish the resources. As an example, a RAN for which dedicated bearers are supported may establish new dedicated bearer(s) for the data flow(s), or may re-use existing dedicated bearer(s), informs the UE of what dedicated resources should be used for the uplink traffic, and uses the dedicated resources to deliver corresponding downlink traffic.
7.
The CN-CP function forwards the Authorized QoS to the UE for classification and for information and possible actions such as rate control.
6.2.5
Solution 2.5: QoS model for flexible traffic differentiation 

6.2.5.1
Architecture description 
Editor's note: This clause will contain e.g., terminology, overview, architecture description of the solution. 

6.2.5.1.1 
Functional Architecture

The functional architecture of solution 2.2 is assumed. 

6.2.5.1.2
Applications Requirements Input

Solution 2.1 defines a set of application requirement inputs provided by an AF to the CP Function for QoS in section 6.2.1.1.1, and defines in section 6.2.1.2.2 how the QoS authorization based on application requirements takes place. 

In addition to what is proposed already, this solution proposes that the AF provides to the CP Functions also an indication of whether different packets within a data flow require differentiated treatment. E.g., for a data flow, the AF may provide two levels of QoS requirements in terms of Service Behavior, Service Requirements, Delay Requirements and Priority for solution 2.1, or in terms of two levels of bitrate for the same IP flow in case of solution 2.2.
6.2.5.1.3
Packet Markings for Traffic Differentiation

A new packet marking that conveys in-band information related to the data flow features (including information describing packet characteristics above layer 4) is introduced in order to enable easier traffic differentiation when traffic cannot be easily detected (e.g. for encrypted traffic) and to enable differentiated treatment of different packets belonging to the same data flow (e.g. packets that have different characteristics at level 5 and above and that require different treatment). 

Editor’s note: if packetization of data traffic in an application server includes e.g. high priority traffic and low priority traffic in the same packet, it is FFS whether it is possible to provide differentiated treatment for such traffic.

Editor’s note: it is FFS to what media types the solution applies. 

Upon definition of the QoS Policy or Authorized QoS in solutions 2.1 and 2.2 in collaboration with the AF (i.e. selection of QoS parameters defining the QoS for a data flow according to the QoS solution and the related parameters), the CP Function also generates a Packet Marking Token associated with the IP traffic.
The solution is based on:

-
The presence of an AF that supports this packet marking solution and that interacts with the NextGen CN over NG5 to establish the QoS and packet treatment for the traffic
-
The AF marking packets with the proposed Packet Marking Token over the NG6 interface.

Editor’s note: it is FFS how the Packet Marking Token is carried over NG6. E.g. for IPv6, extension headers can be used.  

-
The UP-GW that terminates NG6 receives the packet and, based on the Packet Marking Token, identifies the corresponding QoS policy and packet treatment. The UP-GW marks the packet towards the AN with mechanisms defined in other solutions.
Editor’s note: whether the current markings proposed in other solutions are sufficient to convey the information per in-flow packet differentiation is FFS. E.g. different FPI values could be applied to different packets of the same data flow.  

-
The marking performed by the UP-GW is carried to the RAN which can enforce QoS as defined in other solutions. 
The Packet Marking Token is defined and used as follows:
-
Upon definition of the QoS Policy or Authorized QoS in solutions 2.1 and 2.2 in collaboration with the AF, the CP Function also generates downlink Packet Marking Token(s) associated with the data traffic. This may include Packet Marking Tokens for potential future traffic exchanged by the UE and the AF.

-
Each Packet Marking Token contains

-
A Token ID, identifying the token and the corresponding QoS policy

-
A Token Parameter Index (TPI) indicating which fields in a data flow header are used to compute the token hash

-
A Token Hash, calculated using the fields in each packet of the data flow described by the TPI

-
The Packet Marking Token is generated via a cryptographic hash with a key decided by the CP Function and provided to the entities that need to verify the token

-
The Packet Marking Token is appended to each packet of a data flow over NG6. Verification of a Packet Marking Token appended to the packet enables the UP-GW enforcing QoS and performing traffic filtering to identify the QoS policy associated with the packet without the need for TFTs.

Editor’s note: security aspects of this solution, e.g. how to securely generate, allocate, verify, and provision tokens to the UE will need to be studied by SA3.

-
In the QoS Policy or Authorized QoS, the CP Function:

-
for each data flow or specific set of packets in a data flow for which a downlink token has been generated, it provides to the UP-GW the Token ID, the information for token verification (e.g. the key used to generate the token), in addition to the remaining QoS information. 

-
for each data flow or specific set of packets in a data flow for which a downlink token has been generated, it provides to the AF the downlink Packet Marking Token .

-
Tokens are generated as follows:
-
if for a data flow the AF provides a single requirement for packet treatment, e.g. flow descriptor/packet filter and the related QoS requirements, the CP Function generates a single downlink (DL) Packet Marking Token .
-
if for a data flow the AF provides an indication that packets within the data flow require different QoS treatment, and the packets differentiation is at a layer above L3 and L4, and provides requirement for each required level of packet treatment, the CP Function generates a separate downlink Packet Marking Token for each different level of treatment. The CP Function indicates to the AF which Packet Marking Token shall be used for each different level of QoS treatment. When packets marked with the different Packet Marking Tokens corresponding to the different levels of treatment reach a the  UP-GW, the correct QoS policy can be applied. 
-
For each packet received containing a Packet Marking Token, the UP-GW retrieves the information corresponding to the Token ID, and computes the hash of the fields in the packet identified by the TPI using the token verification key provided by the CP Function. If the token is verified, the UP-GW does not need to perform any further packet inspection and it applies the QoS policy associated with the token.

Editor’s note: whether and how the solution works in the presence of middleboxes on NG6 is FFS.
6.2.5.2
Function description 
Editor's note: This clause will contain function descriptions and the interactions among the network functions.

6.2.6
Solution 2.6: QoS ID solution
6.2.6.1
Architecture description
Editor's note: This clause will contain e.g., terminology, overview, architecture description of the solution. 

This solution addresses the working task #1,#2, #3 and #4 of key issue 2.
This solution is based on the following high-level principles.

1)
A QoS ID is added in packet data unit on user plane to uniquely identify the QoS profile that this data unit is associated with. The QoS ID is not used to directly control the QoS behaviour in the RAN: the QoS behaviour in the RAN is controlled by QoS profile that may refer to QoS ID and that are sent by the CN CP to the RAN. The QoS ID can be set per flow or per aggregation of the flows. The usage of QoS ID is similar with the FII in solution 2.3.

2)
No need TFT handling and packet detection in RAN.

3)
The RAN provides the QoS ID and the radio link mapping rules to the UE. The CN CP may provide the QoS ID and UL flow descriptor mapping rules to the UE. If such QoS ID and UL flow descriptor mapping rules are not available, the UE may use reflective QoS mechanism or local configuration for UL traffic mapping to radio link.
 The following shows how this solution works in each working task of this key issue.

1.
For WT#1: QoS parameters, i.e. how to describe the authorised treatment of the data traffic.

In this solution, it is assumed legacy QoS parameters/profile are used to describe the authorised treatment of the data traffic, such as QCI, ARP, GBR, UE/APN-AMBR, etc. However it is not excluded any new QoS parameter can be used.

2.
For WT#2: How the application layer may request a specific treatment of the traffic
In this solution the applications in the UE or in the network can use the legacy mechanisms in EPS to request the change of the treatment of the traffic, for example the application in network can send the request message to the policy control function, the application in the UE can use NAS to send the request message to the network.
3.
For WT#3: How to distribute the QoS parameters describing the authorised treatment of the data traffic
On NG1: QoS ID and the associated QoS profile may be sent to the UE. The QoS profile parameters include at least the UL flow descriptor and the UL UE Max bit rate.
On NG2, QoS ID and the associated QoS profile are sent to RAN. It is RAN’s decision how to associate this QoS ID with the radio link to the UE.

On NG4: QoS ID, associated QoS profile including the UL/DL flow descriptions are sent to the user plane function. 

On the radio link: The mapping information between QoS ID and the associated radio link are sent to the UE.

4.
For WT#4: How to associate the authorised QoS treatment to User Plane data traffic.

For UL traffic: 

The UE maps the UL traffic to QoS ID according to the UL flow description or local configuration or reflective QoS mechanism and then further maps to radio link according the mapping information from RAN. The UE adds the QoS ID in every UL PDU and sends the UL traffic over the associated radio link. The RAN performs UL traffic verification according to the radio link mapping information and sends the UL traffic over NG3. The User Plane function in the Core may perform traffic verification according to the UL flow description.

For DL traffic: 

A UE level tunnel is used between the RAN and the User Plane function in the CN. The User Plane function adds the QoS ID in DL PDU according to the DL flow description and sends the DL traffic over NG3. The RAN finds the UE context and the associated QoS profile according to the UE level tunnel and the QoS ID in the DL PDU. The RAN sends the DL PDU over the radio link associated with the QoS ID to the UE.
NOTE: The impacts on RAN related interface should be studied in RAN group.

NOTE: The QoS profile referred by QoS ID may include GBR parameters. It is FFS whether there is need to support GBR.

6.2.6.2
Function description
Editor's note: This clause will contain function descriptions and the interactions among the network functions.

6.2.6.3
Solution evaluation
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.2.7
Solution 2.7: QoS framework for resource management for Mission Critical Group Communications
6.2.7.1
Architecture Description

This solution addresses aspects of key issue 2 on a QoS framework with a partial solution for mission critical Group communication. It is intended to become part of the general NextGen solution for QoS handling. This solution is not presented as an alternative to other solutions but as a complement intended to work together with other solutions: e.g. no new QoS parameters are proposed, as the intention is to reuse of QoS parameters defined by solutions with which this solution will co-exist.
Figure 6.2.7.1-1 shows a general view of the architecture:
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Figure 6.2.7.1-1: Flow based QoS architecture

NOTE: In this subclause, the Applications part is shown only for context and is not part of this NextGen proposed solution. 

The following generic entities are defined:

-
Application Function (AF) is located in the application domain. It communicates with the NextGen network directly via the NG-Gi interface (both CP and UP).

-
Application Resources & QoS Manager (A-RQM)is located in the application domain and can handle all the AF, arbitrating their relative priority needs. It communicates with the NextGen system via NG-Rx interface which handles allocation requests

-
NextGen Resources & QoS Manager (NG-RQM) is located in the NextGen system and can arbitrate between multiple ARQM, granting/revoking access to resources based on their availability (as reported by the NextGen CN/AN) and the operator’s policy.

-
NextGen Policy Manager stores and handles operator’s policies with respect to access, QoS and possibly, charging.

-
NextGen CN/AN is the actual traffic delivery network. This entity may provide periodic and on-demand snapshots of the current resource availability within the CN/AN to assist the NG-RQM with rapidly proceeding with allocations or deciding to reject request for resources.
6.2.7.2
Functional Description

Resources used in Group Communications for mission-critical services typically include network and radio bearers and associated QoS parameters and bandwidth. necessary for the setup and delivery of group calls. For example, a resource could be one of the GBR bearers that the network provides for a UE, and a request for resources will identify the UE/bearer combination the desired QoS (e.g. QCI) and bitrate. In case of group call, a set of bearers may have to be given to a set of UEs at the same time. The resources may be geographically distributed and potentially under the responsibility of different operators. The period of time needed to obtain the resources has to be bound and guaranteed, regardless of how many resources are being requested and where they are located.  Multiple groups may be competing for the same resources at the same time, including at call setup and during the call, through dynamic call modification (e.g., emergency call, voice/video/data service modification) and in accordance with statically and dynamically configurable QoS/pre-emption/priority settings. The allocation requests for multiple resources to be used simultaneously need to fully succeed or fully fail, in which case no partial holding over of resources is acceptable.  The ability for blocking/un-blocking (queuing) of resources is necessary, while enabling ways to recognize/resolve and/or prevent deadlock. 

The resource management capabilities to be considered in the specification of architecture support for the Next Generation system include:

-
Uniquely identify and bundle resources;

-
Check the status of, reserve and release resources;

-
Enqueue and dequeue requests for resources, respectful of priority order;

-
Wait for resources to become available;

-
Abort queued requests for resources (i.e. before they become available);

-
Register and deregister interest of being notified when specific resources become available / busy;

-
Transmit and receive notifications when specific resources become available / busy;

-
Recognize, resolve and/or prevent deadlock when multiple resources are competed for by multiple parties.
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Figure 6.2.7.2-1: Example of resource bundling

In Figure 6.2.7.2-1, resources 1 and 2 of UE_A and resource_2 of UE_C are bundled together in bundle_x, resource_1 of UE_A, resource_2 of UE_B and resource_2 of UE_C are bundled in bundle_y and resource_1 and resource_2 of UE_B are bundled together with resource_2 of UE_C as part of bundle_z. 
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Figure 6.2.7.2-2: Example of successful multiple resource allocation

In Figure 6.2.7.2-2, all the resources associated with bundle_y are allocated with QoS_grnt within the allotted amount of time. QoS_grant can be different than QoS_req (if not satisfied, the A-RQM can release the entire bundle via a single message; not shown here).
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Figure 6.2.7.2-3: Example of successful multiple resource allocation

In Figure 6.2.7.2-3, none of the resources associated with bundle_y end up allocated via this request. The returned exception code provides the reason (e.g. at least one requested resource is busy/ not available).

6.2.7.3
Solution evaluation

Editor's note:  This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
6.3
Solutions for Key Issue 3: Mobility framework

6.3.1
Solution 3.1: High-level functions of the mobility framework

This solution applies to Key Issue 3 - Mobility Framework. The solution introduces the high-level functions for providing mobility support over the Evolved E-UTRA access and the new < 5G> RAT.

6.3.1.1
Architecture description

Editor's note:
This clause will contain e.g. terminology, overview, architecture description of the solution.

Figure 6.3.1.1-1 below shows the high-level functions used for the mobility framework. The interpretation of the high-level functions is elaborated below.
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Figure 6.3.1.1-1: High-level functions of the mobility framework

The mapping of high-level functions to 3GPP NFs is FFS.

User registration. Initial setup of a signalling relation between the UE and the CN, authentication of the user, establishment of the user context in the network, exchange of basic parameters between the UE and the CN, and de-registration.

Unreachability detection. Detects when a UE is no longer reachable, and clean up the necessary CN state as needed.

Editor's note:
Details related to unreachability detection and the need for unreachability detection at the RAN is FFS.

Area registration. Allows the CN to be aware of the UE location on a configurable granularity, both in inactive and in connected state. This enables the operator to page the UE when necessary; perform relocation procedures as needed; and realize mobility restrictions on an area basis.

State transitions. State transitions to an inactive state help to reduce the network resource usage for UEs that are not currently sending or receiving data, and help minimizing the UE battery consumption. The mechanisms for state transitions may be optimized for reduced RAN and CN signalling and low latency. Paging is functionality to transition from inactive to connected state.

Editor's note:
Details related to paging is FFS.

Connected state mobility. When the UE is connected to RAN, handovers are controlled by the RAN node. The CN sets up or updates the user plane path as needed.

Inactive state mobility. When the UE is in this state, cell selection is controlled by the UE.

Mobility restrictions. Operators may set certain areas of the network as forbidden for a specific group of UEs. Also, operators may set certain areas of the network accessible for a specific group of UEs. These restrictions may be derived from user subscription and operator configuration.

Mobility management control. Provides overall control and appropriate configuration of the mobility framework. The system may limit the level of mobility support for certain UEs in an effort to achieve cost reductions for the operator. The mobility management control functional block feeds the necessary parameters to other high-level functions to set the appropriate mobility limitations, which may be based on subscription data.

IP@. In the user plane, an entity with IP@ provides the point of presence in the IP network.

Editor's note:
Further details of IP@ is FFS and depends on the session management key issue.

Anchor(s). One or more UP anchor points can be used which remain unchanged during UE mobility within the service area for the given anchor point.

Editor's note:
Further details of UP anchor points is FFS.

Set user plane path. Below the anchor points, the user plane paths are updated upon UE mobility as needed, and the user plane path is set according to the UE's current location.

Buffering. Buffering is used for downlink packets for the period of time when the reachability towards the UE via the RAN has not yet been established.

Editor's note:
It is FFS whether buffering can be done in RAN, CN or both.

Session control. Session control functionality is not elaborated in this solution, but it is assumed that mobility events may trigger session control so that sessions may be released or set up as needed.

6.3.1.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

After successfully registering with the network, UEs that are active sending or receiving data are connected to RAN where the handover decisions are under the control of RAN. The CN notifies the RAN about mobility restrictions which are taken into account in the handover decisions. Handovers within a RAN node may not lead to any CN signalling unless CN notification is requested. During handovers to a new RAN node, packet forwarding to the new RAN node helps to minimize the interruption time for the user. Once the handover to a new RAN node has taken place, the RAN informs the CN in the control plane. The CN control plane then updates the user plane path. In case the mobility management settings limit the mobility for a given user session, the session control functionality may be triggered to release the session and set up a new session if needed, which may utilize an user plane path optimized for the user's current location.

A state machine provides efficient system characteristics and low resource cost. An inactive UE utilizes a state which requires less resource utilization, and also minimizes the UE battery drain. The solution should be optimized so that very fast and signalling-efficient transition can be achieved. The changes in the state machine imply the corresponding updates to the user plane path. A buffering mechanism is set up for downlink packets in the user plane. Initial downlink packets trigger the corresponding paging procedure and the subsequent setup of the downlink user plane path so that reachability for mobile terminated communications can be ensured. The state transition mechanisms are complemented by the unreachability detection function that can detect e.g. when a UE becomes unreachable due to lack of radio coverage, so that the release of the network resources can take place as needed.

Independent of the UE state, an area registration mechanism ensures that CN has knowledge about the current location of the UE at a granularity which is configurable for the operator. The area registration mechanism takes input from the mobility restrictions function and the mobility management control function so that it can limit mobility as required by the operator. Similarly as the connected state mobility function, the area registration mechanism can also trigger the session control function when necessary to set up or release a session as needed, so that an optimized user plane path can be achieved.

6.3.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.3.2
Solution 3.2: Mobility state framework

6.3.2.1
Architecture description

Next Generation (NG) core network should take into consideration the state machines envisioned for RRC protocol within new RAT. It is proposed that the mobility state machine for RRC should have an inactive connected state (in addition to an RRC Connected state and an RRC Idle state). The need for configurability of the RRC inactive connected state is motivated through several factors that require flexibility such as diverse requirements of the 5G use cases, future-proofness and quick time to market requirement for new services.

From the Next Generation core network perspective, UE is considered to be in the NG CM-CONNECTED state when UE is in RRC inactive connected state at the RRC layer. When the UE transitions between RRC connected state and RRC inactive connected state, it is not visible to the core network as no signalling towards the core network is expected due to this transition. Also, core network does not have to page the UE when the UE is in RRC inactive connected state as both control plane and user plane remains established between the RAN and core.

The characteristics of the RRC inactive connected state includes:

-
UE is considered to be in the NG CM-CONNECTED state.

-
Configurable to serve the service(s)  requested by the UE. This implies that the RRC inactive connected state can be configured taking the characteristics and requirements of the application(s)  running in the UE, subscription and UE activity into account. 

-
UE based mobility inspired by cell reselection procedure with configuration from network , no network controlled handover is supported.

-
The Access Stratum (AS)  context is stored in RAN and the UE.

-
RRC inactive connected to RRC connected state transition inspired by the Suspend and Resume procedures defined for LTE in Rel-13. Furthermore, no signalling to the CN is needed to perform this transition. The AS Context may need to be transferred between the RAN nodes.

-
U-plane and C-plane connections between RAN and core are kept established.

-
UE reachability will be managed by the RAN.
-
UE paging will be managed by the RAN.-
Distributed mobility management – Network follows UE on CN level. RAN determines an area  where the UE can move without notifying the network.

-
No Rx/Tx Data is performed in this state.

-
To support LTE and NR deployments in an efficient way the solution for state transition shall avoid or minimize UE signalling when UE is toggling between NR and Evolved E-UTRA in Inactive state.
Following figure shows how the proposed RRC state machine fits within the NG CM/MM State machine model:


[image: image33]
Figure 6.3.2.1-1: NG RRC/CM/MM with state transition illustrated

State Transitions illustrated:

(1)
UE powers on, performs PLMN/cell selection and camps in a suitable cell.

(2)
UE registers (attaches) with the network and performs connection setup. UE transmits and receives data in RRC connected.

(3)
Inactivity results in transitions to RRC inactive connected.

(4)
MT/MO trigger to transmit data results in transition to connected for Tx/Rx.

(5)
Detach/Power off.
(6) Connection setup/release
NOTE:
This solution has dependency on RAN as the RRC state design decision belongs to RAN WG2. RAN WG2 is expected to define the number of necessary states and their characteristics in order to achieve its requirements.
6.3.2.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.3.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.3.3
Solution 3.3: Solution for mobility framework with RAN level tracking

This solution addresses key issue #3, and in particular the following:

-
Definition of mobility states.

-
Support of reachability to enable mobile terminated communication. 

-
Methods to limit the amount of mobility management signalling between NextGen core and the access, within the NextGen core as well as between the NextGen core and the UE.

6.3.3.1
Architecture description

This solution assumes the following:

-
RAN-level UE tracking based on RAN Routing Areas (RRAs), the RRA being a collection of cells (similar to the URA in UTRAN).

-
New battery-efficient RRC state (RRA_PCH; similar to URA_PCH in UTRAN) where the UE location within the RAN is known with the granularity of RRA and UE is not involved in data exchange with the network.

-
Use of either NW-driven (i.e. handover) or UE-driven (i.e. cell reselection) mobility in RRC_CONNECTED state.

-
From NextGen core perspective the UE is in permanent NextGen_Connected state i.e. the CN core - RAN interface is up and running regardless whether the UE is in RRA_PCH or RRC_CONNECTED mode.

-
Use of a RAN-level anchor that minimises the need for relocation of the CN core – RAN interface in all RRC states.

Editor's note:
It is FFS whether the RRAs are defined statically or whether they can be defined dynamically (e.g. centred around the current UE location, similar to how TAs are used). The definition of RRAs and new RRC mobility states need to be reviewed together with the RAN WGs.

Editor's note:
It is up to RAN WGs to decide whether there is need to support both NW- and UE-driven mobility in RRC_CONNECTED.

Figure 6.3.3.1-1 illustrates that the RRA_PCH and RRC_CONNECTED states both correspond to a NextGen_Connected state in the NextGen core.
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Figure 6.3.3.1-1: CN and RAN states for EPS/E-UTRAN (on the left) and NextGen/<5G RAN> (on the right)

Also depicted in Figure 6.3.3.1-1 is an RRC_IDLE state, corresponding to a NextGen_Idle state in the NextGen core. This state is needed if the concept of hierarchical tracking (similar to the one existing in UTRAN) is kept, as follows:

-
When in NextGen_Idle state, the UE is tracked at Tracking Area (TA) level by the NextGen core.

-
When in NextGen_Connected + RRA_PCH state, the UE is tracked at RRA level by the <5G> RAN.

Editor's note:
The definition of the new states needs to be reviewed together with the RAN WGs.

Editor's note:
The need for hierarchical tracking (i.e. the need for NextGen Idle / RRC_IDLE state) is FFS and needs to be reviewed together with the RAN groups.

6.3.3.2
Function description

6.3.3.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.3.4
Void

6.3.5
Solution 3.5: Stateless Context Management for Data Network Sessions

This solution applies to key issue 3 on Mobility management, but addresses also aspects of key issue 4 on session management.

6.3.5.1
Architecture description

The solution proposed in this document applies to both mobility management and session management.

The solution introduces the concept of a Context Cookie. The Context Cookie is assigned by the 5G system to the UE once the UE has successfully connected to the network (e.g. established a MM context, and optionally an SM context) and has been authenticated by the network. The Context Cookie is used by the UE, after a period of inactivity during which the network "releases" the UE context, to enable the 5G system to reconstruct the state when the UE connects (e.g. becomes connected and sends small data) without having to continuously maintain state in the network between instances of connectivity (or small data connectionless transactions).

The context cookie is applicable depending on the device type and/or service type the UE is connecting to, based on network policies.

The Context Cookie contains at a minimum the following information:

-
A UE identifier, to enable the network to identify the UE.

-
The UE security context in the AN (if any), to enable the network to e.g. either re-establish the UE context or decrypt the payload sent together with the Context Cookie.

-
UE context information established during attachment and session setup (this may include an identity of the entity that generated the cookie).

-
An expiration time set by the 5G system which limits the lifetime of the Cookie (i.e. prevents permanent reuse).

Editor's note:
The exact content of the Context Cookie is FFS and depends on the specific scenario in which the Context Cookie is used.

The Context cookie contains a representation of the UE context sufficient so that the network does not to have to maintain a full copy of the UE context.

Editor's note:
It is FFS how the cookie size can be minimized and/or optimized for different usage scenarios, e.g. transmission of single PDUs versus PDU bursts.

Editor's note:
It is FFS whether it is possible to avoid maintaining any UE specific context information in the AN and CN.

With this solution, the UE can perform small data transfers (e.g. a single PDU) without requiring the UE to transition to connected mode and without any MM/SM signaling, and without requiring the network to maintain a full context for the UE. The UE can also use the Context Cookie to transition from idle to connected without requiring the network to maintain a full context for the UE. In such case, the UE uses the Context Cookie at the first time it transitions to connected state.

It has to be noted that, in order to ensure correct behaviour of this solution, the Context Cookie needs to be secure.

Editor's note:
The security aspects of this solution need to be studied by SA3. However, security requirements for the solution are described here.

Specifically, a secure Context Cookie must:

-
protect the privacy of the context information.

-
protect the integrity of context information.

-
be bound to a device, i.e. not transferrable.

-
be impossible to be modified and manipulated by a device.

-
verifiable by the network when provided by the UE.

-
enable the network (AN or CN) to identify the entity that created the cookie to enable cookie verification.

The Context  Cookie operates on a similar principle to HTTP cookies, in that the network provides the UE with an encrypted context to use when connecting to the network.

The Context  Cookie can be established and later verified by the network (AN or CN) based on security mechanisms that are not per-UE (e.g. per-AN keys), without the need for the network (AN or CN) to maintain any per-UE context. e.g. a secure Context Cookie is generated by a network function based on information  maintained by the network function(e.g. security keys only known to the network function), and applied to all UEs for which the network function create a Context  Cookie. No centralized entity is required for cookie creation and verification.

Editor's note:
The mechanisms for Context Cookie creation for network sharing is FFS.

Editor's note:
The interaction between roaming and the creation and usage of Context Cookies is FFS.
Editor's note: It is FFS whether the context information privacy can be achieved if the Context Cookie is protected using keys that are not per-UE. This should be established based on SA3 security analysis of the solution.
The use of the Context Cookie enables connectionless based services as defined in SMARTER TR 22.891 (clause 5.40), since when the transfer of small amounts of data needs to take place, the Context Cookie enables the data transfer without requiring the establishment and teardown of connections, and enables the 5G system to accept data transmission from the UE without a lengthy and signalling intensive bearer establishment and authentication procedure since the UE context is verified and possibly re-established, depending on the functional description below, based on the Context Cookie. The Context Cookie can be generated as a:

-
CN Context Cookie: the CN Context Cookie is allocated by the CN to the UE upon attachment and (possibly) session establishment with the network. It contains CN-specific context information.

-
RAN Context Cookie: the RAN Context Cookie is allocated by the RAN to the UE upon attachment and (possibly) session establishment with the network. It contains RAN-specific context information (e.g. AS context).

-
Single Context Cookie: the Single Context Cookie contains both RAN and CN context information.

Editor's note:
Whether the Single Context Cookie is a concatenation of the CN Context Cookie and the RAN Context Cookie requiring two separate verifications (respectively in CN and RAN), or a single piece of information with a single verification is FFS and depending on the design of MM and SM solutions.

Editor's note:
Whether single CN Context Cookie is sufficient for different CN control plane functions or multiple CN Context Cookies are needed and its management, e.g. how to provide and update different CN Context Cookie, are FFS.

Editor's note:
The solution described here assumes a single network slice in terms of RAN Context Cookie and CN Context Cookie. How this applies to multiple slices is FFS and depends on the solution for network slicing.

A RAN Context Cookie is applicable to mobile originated PDU transmissions.

A solution adopting solely the CN Context Cookie already enables the support of large numbers of devices that infrequently transmit Mobile Originated data by reducing the amount of context maintained in the CN for such devices and by minimizing the amount of MM and SM signalling required to re-establish connectivity and transmitting data. When completed with a RAN Cookie, this solution provides a complete solution for optimizing the management of a large number of devices that transmit Mobile Originated data infrequently, since no status in RAN or CN needs to maintain when the devices are not active.

If a UE attempts to use a Context Cookie after the expiration of the cookie, or if the network has locally revoked the Context Cookie authorization, the UE request is rejected and the UE has to re-established connectivity as in the case of an initial attach.

The solution can build on the concepts developed for small data transmissions in EPC. As an example, an entity as the C-SGN (CIoT Serving Gateway Node) of the EPC architecture can be envisaged also for the NextGen architecture for CIoT deployments (e.g. a network slice dedicated to CIoT) to handle devices with small data transmissions. The solution based on Context Cookies is anyway orthogonal to the solutions for CIoT.
6.3.5.1.2 
Support of CIoT User Plane Optimizations

In EPC, CIoT user plane optimizations have been defined. In such mechanism, when the UE goes to IDLE mode the eNB stores the Resume ID of the UE and the bearers and security context of the UE. 

In this solution, it is assumed that similar optimizations will be adopted in the 5G NextGen system for the 3GPP RANs. It is proposed that if the UE is attached to the NextGen network and both the UE and the network support CIoT user plane optimization, when the UE goes to IDLE mode the AN stores only the Resume ID for the UE. The AN creates an AN Context Cookie for the UE containing the radio-related information and the security context of the UE, delivers the AN Context Cookie to the UE and release the UE context while maintaining the Resume ID.
6.3.5.2
Function description

Editor's note:
The function description below considers the transfer of data on the user plane. However, as it was done for CIoT, control plane optimizations can also be consider to transfer small data over the control plane.

The following procedures define the establishment, delivery, and use of the Context Cookie.

Editor's note:
The mechanisms for updating and/or generating new Context Cookies (e.g. after the UE re-establishes connectivity to send a small data burst and the UE has moved location within the network) are FFS.

6.3.5.2.1
Connection Establishment using CN and RAN Cookies

The connection establishment and Context Cookie establishment is defined as follows:
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Figure 6.3.5.2.1-1 Connection Establishment using Context Cookies

1.
The UE establishes a Mobility Management (MM) context via MM procedures with the CP-CN Function  upon successful authentication.

2.
The UE may also establish a SM context.

Editor's note:
Whether an SM context is created for small data transfer UEs depends on the solution developed for such devices and services and on the solutions designed for session management.

Editor's note:
The CP-CN Function can be a node similar to the C-SGN of the EPC architecture, i.e. a function that minimizes the number of physical entities by collocating entities in the control and user planes paths.

3.
Either during the MM and SM context establishment, or in a separate procedure, a context cookie is generated and delivered to the UE: 

3a.
The AN and the CN interact to generate a Single Context Cookie using AN-specific and CN-specific information to create a secure Context Cookie, and deliver it to the UE.

3b
If only a CN Context Cookie is used, the CN generates a CN Context Cookie for the UE (containing MM context information and, if one was created, SM context information), using CN-specific information to create a secure Context Cookie.

3c.
If only a RAN Context Cookie is used, a control plane functionality in the RAN, which establishes and maintains the RAN context for the UE, generates a RAN Cookie for the UE using AN-specific information to create a secure Context Cookie, and provides it to the UE.

The UE stores the CN Cookie Context, and may become idle.

6.3.5.2.2
Small Data Transfer with Cookie-based context verification
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Figure 6.3.5.2.2-1 Small Data Transfer with Cookie-based context verification

After a certain period of UE inactivity, or e.g. after a small data transfer, the network maintains no context for the UE:

1.
When the UE needs to send uplink data, e.g. for small data transfers or short bursts of data, the UE provides the RAN Context Cookie or the Single Context Cookie to the network to enable the network to re-establish the context. In case of multiple packet transmissions, the UE needs to provide the Cookie only one time, e.g. piggybacking them in the first PDU. The UE uses best effort transport (e.g. a default bearer) to transmit the PDUs.

2.
The UE may also establish a SM context upon receiving the Context Cookie, in order to cater for scenarios where the UE may have moved from the original location where the Context Cookie was created, determines if it is capable of verifying the Context Cookie (e.g. the Context Cookie was generated by the functional entity that receives it). If not, it requests the Context Cookie verification from the functional entity that generated it, otherwise it directly verifies the Context Cookie. Upon successful verification, the network accepts the UE PDU and transfers it according to the context information without re-establishing the full context. The UE only provides the cookies in the initial PDU. When the UE becomes idle, the network then releases the context information again.
3.
The network may create and deliver a new Context Cookie to the UE. This may happen e.g. due to the UE mobility (e.g. the UE may have moved between different areas of an AN or to a different AN).
Editor's note:
The AN forwards the CN Context Cookie and the PDU to an entity similar to the EPC C-SGN (CIoT Serving Gateway Node) that would verify the cookie and transmits the PDU.

6.3.5.2.3
Small Data Transfer with Cookie-based context re-establishment

In this example, it is assumed that the UE SM context is established before the UE becomes idle, and that it involves the establishment of a PDU Session connected to a data network via an UP-GW.
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Figure 6.3.5.2.3-1 Small Data Transfer with Cookie-based context re-establishment

After a certain period of UE inactivity, or e.g. after a small data transfer, the network maintains no context for the UE:

1.
When the UE needs to send uplink data for longer data transfers, the UE sends a Resource Establishment Request containing the Context Cookie.

2.
Upon receiving the Context Cookie, and in order to cater for scenarios where the UE may have moved from the original location where the Context Cookie was created, the network determines if it is capable of verifying the Context Cookie (e.g. the Context Cookie was generated by the functional entity that receives it). If not, it requests the Context Cookie verification from the functional entity that generated it, otherwise it directly verifies the Context Cookie. Upon successful verification, the network re-establishes the UE context. This may include, for IP data transfers, re-establishing context in the AN, the CP-CN Function(s) and in the serving UP-GW, including QoS based on the UE context contained in the cookie.

3.
The UE transmits the PDUs. 
4.
The network may create and deliver a new Context Cookie to the UE. This may happen e.g. due to the UE mobility (e.g. the UE may have moved between different areas of an AN or to a different AN) or expiration of the Context Cookie. When the UE becomes idle, the network then releases the context information again.
6.3.5.2.4
Connection Suspension and Cookie Generation for User Plane CIoT Optimisation 

When the AN Context Cookie is applied to User Plane CIoT optimizations, the AN Context Cookie is generated and provided to the UE during the procedure to suspend the connection if the UE and the network support User Plane EPS Optimization.
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Figure 6.3.5.2.4-1: AN initiated Connection Suspend procedure with AN Context Cookie.

1.
The RAN initiates the Connection Suspend procedure to the CN-CP Function to indicate that the UE is suspending the connection. The AN may provide additional mobility management.

Editor’s note: the exact information the AN provides to the CN-CP Function depends on the solution for mobility management. 

2.
The CP-CN Function may release some CN resources (e.g. user plane resources). The CP-CN Function does not release the UE context. User plane resources and related information necessary to reach the UE for mobile terminated traffic (e.g., for paging) are maintained.  

Editor’s note: the exact CP-CN behaviour in terms of managing user plane resources (e.g. tunnelling, packet forwarding, etc.) when the UE suspends a connection depends on the solution design for mobility management, session management and session connectivity in NextGen system.

3.
The CP-CN Function informs the AN that the connection suspension can proceed. 

4.
The AN generates an AN Context Cookie and sends signalling to the UE to suspend connection, including the AN Context Cookie. The AN maintains the UE Suspend ID but releases the UE radio-related information (e.g. radio bearers) and security contexts.

6.3.5.2.5
Connection Resume for User Plane CIoT Optimisation 

This procedure is used by the UE to resume the connection if the UE and the network support User Plane Optimization.
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Figure 6.3.5.2.5-1: UE initiated Connection Resume procedure with AN Context Cookie.

1.
The UE triggers the connection resume procedure with access stratum signalling and provides the Resume ID and the AN Context Cookie.

2.
The AN verifies the AN Context Cookie and re-establishes the UE context based on the radio-related and security information in the AN Context Cookie. 

3.
The AN sends a Resume Request to the CP-CN Function to resume the connectivity. 

4.
The CP-CN Function re-establishes the resources for transferring data and confirms he resume to the AN. 

5.
The CP-CN Function confirms the resume to the AN.

6. 
The AN confirms the resume to the UE.

7. 
The uplink data from the UE can now be forwarded by the AN to the core network. 

6.3.5.2.6
Support of Scheduled Mobile Terminated Communications

This solution applies to devices which only have scheduled mobile terminated communications (e.g., when the device is preconfigured to receive data at specific times).

NOTE: 
in scheduled mobile terminated communications a device may connect to the network even when no MT data needs to be transmitted.  

In this scenario, the network generates an AN Context Cookie and a CN Context Cookie, or a Single Context Cookie, containing the whole UE context for the AN and the CN. When the UE goes into idle mode, from the point of view of the core network the UE is detached since no context is maintained in either AN or CN. 

When mobile terminated communications are scheduled, the UE performs a context re-establishment procedure by providing the Context Cookie(s) provided by the network when the UE went idle. The context re-establishment includes e.g., selection of user plane functions (e.g. UP-GW) and IP address allocation.
Mobile originated communications take place as in the previous cases. 

6.3.5.2.7
Support of Unscheduled Mobile Terminated Communications

In order to enable delivery of unscheduled mobile terminated communications, the network maintains a minimum context in the core network sufficient to enable the delivery of (an) initial PDUs and trigger UE reachability procedures (e.g. paging in case of RAN). 

Editor’s note: the exact content of the context maintained in the network in terms of context information and user plane resources depends on the solutions for mobility management, session management, QoS and session continuity. e.g., some context in a user plane function and either SM or MM function are maintained to enable the delivery of (an) initial PDU. 

The network generates an AN Context Cookie and a CN Context Cookie, or a Single Context Cookie, containing the AN context and the remaining CN context to enable the UE to provide information to allow the network to re-establish the full context.
6.3.5.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.3.6
Solution 3.6: Mobility states for UE with power consumption optimization

This solution addresses key issue #3, especially for the definition of mobility states and how to transition between the states. And a mobility state model of core network is proposed to meet the requirement for UE with power consumption optimization in the Next Generation Systems, e.g. wide area sensor monitoring and event driven alarms, Bio-connectivity devices and massive IoT devices.

6.3.6.1
Architecture description

A mobility state model of core network is proposed for UE with power consumption optimization, including the following states:

-
NG_IDLE state: the UE is in NG_IDLE state when no signalling connection between UE and network exists. The UE performs cell selection/reselection and PLMN selection, monitors paging, and initiates mobile originating services or location update if necessary.

-
NG_CONNECTED state: the UE establishes a signalling connection between the UE and the network, and performs location update and handover if necessary.

-
NG_POWER-SAVING state: the UE deactivates its Access Stratum functions, and stops all idle mode procedures, but continues to run timers that may apply, e.g. the periodic timer for location update.

Editor's note:
Whether the NG_POWER-SAVING state shall be considered as a substate of NG_IDLE state is FFS.

Editor's note:
This solution focuses on the states assuming UE is registered to the network. States needed when the UE is deregistered is FFS.

Editor's note:
The relation between RRC states, and the added "MM" states is FFS.

Editor's note:
The relation to power saving mechanisms similar to extended DRX is FFS.

6.3.6.2
Function description

The mobility states and state transitions of core network for UE with power consumption optimization are modelled as shown below.
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Figure 6.3.6.2-1: Mobility states and state transitions

If a UE is capable of adopting a NG_POWER-SAVING state and it wants to use the NG_POWER-SAVING state, it shall negotiate the related parameters with Control plane functions, e.g. MM function. And the parameters applied to NG_POWER-SAVING state maybe include the Active Time for entering NG_POWER-SAVING state and periodic timer for location update.

Editor's note:
It is FFS how and when such parameters are negotiated.

When the UE-RAN connection is released, the state changes from connected state to NG_IDLE state, and the UE and the Control plane functions start the Active Timer with the Active Time value. When the Active Timer expires in the UE, the UE deactivates its Access Stratum function and enters the NG_POWER-SAVING state, only running the necessary timers. And if the Active Timer expires in the Control plane functions, the Control plane functions know that the UE entered NG_POWER-SAVING state and is not available for paging. When mobile originated events like data transfer or signalling happens, the UE can return from NG_POWER-SAVING state to NG_CONNECTED state after the CN-RAN connection is established.

6.3.6.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
6.3.7
Solution 3.7: NextGen State Model

6.3.7.1
General

This solution addresses Key Issue#3, Mobility Management framework, in particular related to work tasks #1 and #2.
6.3.7.2
Architecture description

6.3.7.2.1
NextGen Mobility Management (NMM)
Irrespective whether or not network slicing is used, there is at any point in time at most one NAS control-plane anchor per UE, operating a single NG Core/NMM instance for this UE.

Three states are defined.

-
NMM De-registered: The UE is not attached to the network and is not reachable. The UE location is not known by the network (except possibly through the last registration if applicable).

-
While NMM De-registered, the UE in lower layer (RRC) may be in Initial state, Low Energy state (transient) or High Performance state (transient), see sub-clause 6.3.7.2.3.

-
NMM Registered: The UE is attached to and authenticated by the network. A NG1 connection is established. The UE is reachable by the network (subject to radio access reachability) though maybe not immediately (e.g. DRX). The UE location is maintained by the network at NAS CP Anchor Area level, NG RAN Node level and/or Cell level, possibly triggered by updates from the UE. Mobility is handled by means of cell reselection or handover depending on mobility requirements imposed, when applicable, by the QoS requirements of the ongoing service.

-
NMM Registered Standby: No NG2 or NG3 connections are established. Mobility is handled by the UE by means of cell reselection. The NG Core tracks the UE location at NAS CP Anchor Area Level. Paging is handled by NG Core, within the NAS CP Anchor Area. The lower layer (RRC) is in RRC Low Energy state maximizing battery efficiency, see sub-clause 6.3.7.2.3. The lower layer (RRC) may also be in RRC High Performance state to expedite transmission of NAS signalling.

-
NMM Registered Ready: a NG2 connection is established. A NG3 connection is established upon data transmission, or if an RRC connection is established, for the duration of the RRC connection. Mobility is handled by means of cell reselection (no ongoing service or, with an ongoing service, if suitable according to the corresponding QoS requirements), or handover (when imposed by QoS requirements of the ongoing service). The NG Core tracks the UE location at NAS CP Anchor Area and NG RAN node levels. The NG RAN tracks the UE location at cell level. Paging is handled by NGRAN upon incoming data from NG Core. The lower layer (RRC) is either in RRC Low Energy state maximizing battery efficiency or in RRC High Performance state maximizing data efficiency, see sub-clause 6.3.7.2.3.
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Figure 6.3.7.2.1-1
NMM State Model

Editor’s note: state transitions will be detailed.

6.3.7.2.2
NextGen Connection Management (NCM)

To exchange NAS signalling between a UE and the NG Core, a NAS level signalling connection (NG1 connection) is used. This connection is logical. The NAS signalling connection assumes:

-
An NG2 connection is established upon signalling exchange between NG RAN and NG Core for a given UE . An NG3 connection may but need not be established.

-
NMM is in NMM Registered Standby or Ready states.

Two states are defined:

-
NCM Initial: No signalling connection exists between the UE and NG Core.

-
NCM Connected: A NAS signalling connection (NG1 connection) exists between the UE and NG Core resulting from an Initial NAS message (not detach). 
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Figure 6.3.7.2.2-1
NCM State Model

Editor’s note: state transitions will be detailed.
6.3.7.2.3
NextGen Radio Resource Control (RRC)

Editor’s note: decision on the RRC state model is under TSG RAN WG2 responsibility.
Three states control the operation and mobility of the UE in lower layers.

-
RRC Initial: This state is supported by the UE only, to set-up operation. It is short-lived. NMM is NMM De-registered and no RRC connection is established. The UE performs initial cell and PLMN selection. Once a suitable or an acceptable cell is selected, the UE enters RRC Low Energy state. The UE stays in Initial state when no service can be had.

-
RRC Low Energy:  No RRC Connection is established between the UE and NGRAN. NMM may be NMM De-registered (transient), NMM Registered Standby or NMM Registered Ready. In this state, the UE battery consumption is optimized (deep sleep, DRX as applicable) and, when NMM Registered Ready, RRC connection-less (CP/UP) data transfer is possible.

-
If the UE is NMM De-registered, MT/MO transactions are not possible. This is expected to be transient only.

-
If the UE is NMM Registered, both MT and MO transactions are possible. RRC Connection-less data transfer is enabled if in NMM Registered Ready.

-
Mobility is handled by means of cell reselection, under UE control. Handover is neither needed nor supported. The UE location is known at cell level at least for the duration of data transfer while in NMM Registered Ready state, otherwise at NAS Control Plane anchor area level while in NMM Registered Standby State.

-
This state relies on pre-established centralized and distributed contexts e.g. for security and compression (centralized) and for radio communications (distributed) hence avoiding any further handshake for context set-up. It uses on-the-fly provision of additional information as needed e.g. UE capabilities (beyond a minimum set), QoS marking etc. In addition, UE context transfer is supported in the network for mobility.

Editor’s note:
Whether the centralization of stateful network functionality (e.g. for UP security, compression) for RRC Low Energy lies in NG Core or in NGRAN is FFS and will be addressed in sub-clause 6.3.7.3.

-
RRC High Performance: An RRC connection is established between the UE and NGRAN. The UE may be NMM De-registered (transient, e.g. performing registration) or NMM Registered Standby (transient e.g. requesting service) or NMM Registered Ready. In this state, data efficiency is optimized while the battery consumption is reduced in temporary periods of inactivity (DRX).

-
Both MT and MO transactions are possible.

-
Mobility is handled by means of handover, under network control. The UE location is known at cell level.
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Figure 6.3.7.2.3-1
RRC State Model

NOTE: 
in this solution, an RRC Connection is assumed to be both logical and physical i.e. radio resources are assigned to the UE. RRC connection-less can be assumed as a logical connection exists.

6.3.7.2.4
Overview of NMM, NCM and RRC state models 
The following table summarizes the overall correspondence between NMM, NCM and RRC.
Table 6.3.7.2.4-1 Overview of NMM, NCM and RRC State models 

	Correspondence RRC – NMM States

	NMM

RRC
	NMM De-Registered
	NMM Registered

	
	
	Standby
	Ready

	RRC Initial
	Yes
	No
	No

	RRC Low Energy
	Transient
	Yes
	Yes

	RRC High Performance
	Transient
	Transient
	Yes

	Mobility

	NMM

RRC
	NMM De-Registered
	NMM Registered

	
	
	Standby
	Ready

	RRC Initial
	PLMN selection

Cell (re)selection
	n/a
	n/a

	RRC Low Energy
	Cell reselection
	Cell reselection
	Cell reselection

	RRC High Performance
	n/a
	n/a
	Handover

	UE Location tracking

	NMM

RRC
	NMM De-Registered
	NMM Registered

	
	
	Standby
	Ready

	RRC Initial
	n/a
	n/a
	n/a

	RRC Low Energy
	n/a
	NGCore: NAS CP Anchor Area
NGRAN: n/a
	NGCore: NAS CP Anchor Area, NGRAN node
NGRAN: Cell

	RRC High Performance
	n/a
	n/a
	NGCore: NAS CP Anchor Area, NGRAN node
NGRAN: Cell

	Paging

	NMM

RRC
	NMM De-Registered
	NMM Registered

	
	
	Standby
	Ready

	RRC Initial
	n/a
	n/a
	n/a

	RRC Low Energy
	n/a
	NGCore
	NGRAN

	RRC High Performance
	n/a
	n/a
	n/a

	NGx connections

	NMM

NGx connections
	NMM De-Registered
	NMM Registered

	
	
	Standby
	Ready

	NG1 Connection
	n/a (NCM Initial)
	Yes (NCM Connected)
	Yes (NCM Connected)

	NG2 Connection
	n/a
	No
	Yes

	NG3 Connection
	n/a
	No
	Yes and No


6.3.7.3
Functional description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.3.7.4
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network. 

6.3.8
Solution 3.8: Simplified mobility states for stationary UE and MO data transmission only UE
This solution addresses some tasks of key issue #3, i.e. MM_WT_#2, 2.2 Registration state model and MM_WT_#3, 3.2 Connection state models. 

6.3.8.1
Architecture description

For some low complexity UEs which are static or quasi-static, or support MO (mobile originated) data transmission only, their mobility states set can be simplified as followed:

NG_NAS states:

-
NG_NAS_REGISTERED state: the UE is attached/registered to the CN successfully, and establishes a signalling connection with the CN. 

NOTE1:
This state can be considered as the combination of EMM_REGISTERED and ECM_CONNECTED states.
-
NG_NAS_DE-REGISTERED state: the UE is not attached/registered to CN (Core Network). 

NOTE2:
This state can be considered as the combination of EMM_DE-REGISTERED and ECM_IDLE states.
NG_RAN states:

-
NG_RAN_CONNECTED state: the UE establishes signalling/data connection(s) with RAN (Radio Access Network).

-
NG_RAN_INACTIVE state: the UE has no signalling/data connection(s) to RAN. In this state, the attached or registered UE can monitor RAN paging and/or initiate RRC connection establishment.
Editor's note:
the specific state names may be updated further.
With such refined mobility states, the state transitions can also be simplified.

6.3.8.2
Function description

6.3.8.2.1
Mobility states and corresponding transitions of stationary UE
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Figure 6.3.8.2.1-1: Mobility states and corresponding transitions for stationary UE
Before a UE is attached/registered to CN, it is in NG_NAS_DE-REGISTERED state and NG_RAN_INACTIVE state. 

After the UE registered to the network, it enters NG_NAS_REGISTERED state which may be the combination of EMM_REGISTERED and ECM_CONNECTED states. In the NG_NAS_REGISTERED state, the UE always keep a signalling connection to the CN. Hence, from CN perspective, this UE is always CONNECTED. 

During the registration procedure, the signalling connection between UE and RAN is established, as well as signalling connection between CN and RAN, and then the UE enters NG_RAN_CONNECTED. However, after the registration, the UE may enter NG_RAN_ INACTIVE state. The criteria used by RAN to move UE into NG_RAN_INACTIVE may include e.g. inactivity timer based mechanise, or upon UE requested radio link release, but this is left to RAN decision.

NOTE: Data path between the UE and the CN is established/released during the attach/detach procedure unless the data transmission between the UE and the CN is via connectionless signalling.
Once the UE enters NG_RAN_ INACTIVE state, no signalling connection and data path between the UE and RAN are existing. In this case, if there are downlink signalling/data arrival, it will be buffered in RAN node, and paging over the air interface is then triggered. Upon receipt of paging, the UE initiates procedure to re-establish signalling connection and/or data path between UE and RAN. Those re-established RAN connections would be connected with corresponding RAN-CN connections existed.

6.3.8.2.2
Mobility states and corresponding transitions of MO data transmission only UE
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Figure 6.3.8.2.2-1: Mobility states and corresponding transitions for MO data only UE 

For a UE only sending MO data, if it has data pending, it initiates attach/registration procedure and establishes signalling connection toward the CN. Then the UE enters NG_NAS_REGISTERED state. While the UE is attached/registered to the CN, the signalling connection between the UE and RAN is established, thus the UE enters NG_RAN_CONNECTED as well. The UE is always kept in NG_RAN_CONNECTED state until the transmission of MO data is completed.

NOTE 1: Data path between the UE and the CN is established/released during the attach/detach procedure unless the data transmission between the UE and the CN is via connectionless signalling.
NOTE 2: The UE in NG_NAS_REGISTERED state may receive downlink data via signalling connection or data path.
After completing the MO data transmission, the UE will detach from the network, release the signalling connections towards RAN and CN, and then enter NG_NAS_DE-REGISTERED state and NG_RAN_INACTIVE. 
6.3.8.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
6.3.9
Solution 3.9: Mobility levels using Mobility and Session classes
This solution addresses the Mobility Levels part of ‘Key Issue 3: Mobility Framework’ and ‘Key issue 6: Support for session and service continuity’. The solution introduces a mechanism for operator control of mobility support and session support over the evolved LTE access and the new 3GPP 5G RAT.

6.3.9.1
Architecture description

The architecture is based on the architecture given in contribution S2-162502 with the following addition:

Editor's note:
the p-CR S2-162502 was not handled in SA2#115.For mobility on demand, the NG Subscriber Data Management defines the subscribed base level(s) of mobility support for the UE and the NG Policy Control possibly adjust the subscribed level due to varying conditions e.g. geographical location, time and date. The NG Core Control Fcn receives mobility level related subscription information from the NG Subscriber Data Management. The information is optionally (e.g. not for CIoT) sent to and adjusted by the NG Policy Control. It is the responsibility of the serving NG Core Control Fcn to enforce the mobility level(s) as received from the NG Policy Control. 
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Figure 6.3.9.1-1: High-level architecture principles for operator controlled mobility levels

6.3.9.2
Function description

The most impact on a network due to a UE performing mobility is related to handling of PDU sessions and particularly for a UE being in connected mode. But even for a UE that is being registered without any PDU sessions mobility will induce load upon the network. The larger allowed area for a UE the more mobility and the higher probability of inter CN node mobility and thereby higher load upon the network. It is therefore proposed to have a separate mechanism for granting and controlling the allowed area of mobility support i.e. for this mechanism disregarding any impact from PDU session(s). Treating the mobility impact separately means that a separate mechanism is needed also for granting and controlling the level of mobility support related to a PDU session, thus allowing individual treating of different PDU sessions. It is proposed to introduce a Mobility class and a Session class: 
-
Mobility class
Describes the level of mobility support for a UE. The Mobility class is purely related to impact from mobility for a UE as if the UE wouldn’t have any PDU sessions, therefore one Mobility class per UE is needed.

-
Session class
Describes the level of mobility support for a UE’s PDU sessions. The Session class is related to impact from mobility for a UE taking only the PDU session impacts into consideration. One Session class per PDU session is needed.
6.3.9.2.1
Mobility classes

By dividing the size of the allowed geographical area for the subscriber into a few sub-ranges it is possible to e.g. form the following Mobility classes:
A.
Unlimited (or high) mobility
No (or minor) restrictions upon the allowed geographical area e.g. used by MBB users.
B.
Low mobility
The allowed geographical area is limited e.g. used for stationary subscribers. The size could e.g. be limited to 5 TAs.
C.
No mobility
The allowed geographical area is limited e.g. used for users accessing the network only via a fixed point (having their own access network with possible mobility). The size could e.g. be limited to 1 TA.
Editor's note: The need for additional Mobility classes (or other Mobility differentiation) covering additional area restriction or other aspects is FFS.

Editor's note: Support for Mobility classes in roaming scenarios is FFS.

It is proposed that Tracking Area gives the granularity for the allowed area. 
6.3.9.2.2
Session classes

Based on the mobility procedures it is possible from a service point of view to have different types of establishment of the SM resources: Session pre-setup (i.e. Mobility with pre-setup), and Session post-setup (i.e. Mobility with post-setup). Pre-setup means that the SM resource(s) during a mobility procedure are established in advance in the target side (like handover in LTE) while at post-setup the SM resource(s) are established after the UE has moved to the target side (like setup after idle mode mobility in LTE).
Using these terms it is possible to form three different Session classes:
A.
Session pre-setup: 
Mobility with pre-setup of PDU session (SM resources established in advance in the target side i.e. equivalent to handover procedures).

B.
Session post-setup: 
Mobility with post-setup of PDU session (SM resources established after the UE has moved to the target side i.e. equivalent to cell re-selection/idle mode mobility procedures).

C.
No PDU session:
No PDU session is allowed for the UE
Editor's note: The relation between session classes and SSC modes, if any, including whether session classes are needed is FFS.

Editor’s note: The interaction with the applied mobility mechanisms, i.e. whether handover or cell re-selection is applied, is FFS.
6.3.9.2.3
Assigning, controlling and enforcing Mobility and Session classes
As individual UEs may have different levels of mobility support  the subscribed base level(s) is defined in a subscriber database, NG Subscriber Data Management, and is possible to adjust (e.g. due to varying conditions such as UE’s location, application in use, time and date) by NG Policy Control. 

First NG CCF, receives the level(s) of mobility subscription information from the NG Subscriber Data Management. The information is then optionally adjusted by the NG PC. The NG PC may raise the mobility level(s) above the level(s) given by subscription information. This could e.g. be useful at sponsored situations or at change between a local network and a macro network. It is the responsibility of the serving NG CCF to enforce the mobility level for the user as received from the NG PC.
Editor's note: It is FFS whether NG PC can trigger an update of the Mobility and Session classes.

Editor’s note: Dynamic change of mobility levels for the UE and interactions required with the UE for this purpose is FFS.

Using different service levels for different PDU sessions means that all PDU sessions shall not necessarily be included in a pre-setup of resources at connected mode mobility (i.e. Handover in LTE). It is proposed that the NG CCF informs the RAN about the support (i.e. whether a PDU session at mobility shall be pre-setup or not).For a UE that is only allowed to access the network within a restricted part of the service area the NG CCF will inform the UE about the allowed TAs. And as a preventive measure the list of allowed TAs (in the form of a white or black list) may be sent to the UE already at registration of the UE in the NG CCF i.e. at Attach or TAU accept. In this way registration attempts in vain could be avoided.
For a UE in connected mode having only PDU sessions with service level Session post-setup, pre-setup of resources at mobility is not required. For such cases the NG CCF informs the RAN that pre-setup of resources is not allowed (thus not triggering e.g. handover). For ‘No mobility’ NG CCF informs the RAN that handover is only allowed within the TAI-list or TA area. A similar mechanism (i.e. informing RAN about allowed area) could also be used for Low mobility enforcement. 
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Figure 6.3.9.2.3-1: Assigning, controlling and enforcing Mobility and Session classes

6.3.9.3
Solution evaluation

Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.

6.4
Solutions for Key Issue 4: Session management

6.4.1
Solution 4.1: Session Management functions and relations

This solution applies to key issue 4 on session management.

6.4.1.1
Architecture description

Editor's note:
This clause will contain e.g. terminology, overview, architecture description of the solution.

This solution describes PDU Session properties and functionality related to session management.

The PDU Connectivity Service is provided by a PDU Session.

Properties of a PDU Session:

-
The NextGen systems will support connectivity towards different types of DN (e.g. Internet, IMS, corporate/private) and they need to be distinguished by some kind of identifier. The DN is identified by a DN name.

-
Each PDU Session is associated with a PDU Session type that indicates what PDU type(s) are carried by the PDU Session. The PDU Session Type may be of IP Type, Ethernet Type or non-IP Type.

Editor's note:
It is FFS whether non-IP PDU type should be renamed to something more descriptive.

The following functions are included as part of the solution for Session Management:

-
Packet forwarding;

-
Packet screening, i.e. the capability to check that the UE is using the exact IP address/prefix that was assigned to the UE;

-
Session control, i.e. the overall functionality to handle SM signalling and managing PDU Sessions;

-
Selection of user plane function.

NOTE:
Functions related to e.g. QoS, charging, LI are not included here but are assumed to be described by solutions to other key issues.

Editor's note:
The relation between user plane function selection and network slicing, e.g. in case the UE is connected to more than one slice, is FFS.

The Session Management functionality is used to provide PDU Connectivity Service for different PDU types, including IP, Ethernet and non-IP PDU types. Certain session management functionality is PDU type specific, such as e.g. IP address allocation for IP-based PDU types. However, to achieve a generic and re-usable NextGen system it is desirable that most functionality is common for all different PDU types. The following assumptions apply for the solution:

-
The session management procedures (e.g. for establishing new PDU sessions and modifying/terminating established PDU sessions) are common to all PDU types. However, some information carried by the session management signalling may be PDU specific (e.g. IP addresses in case of IP-based PDU types).

-
The solution does not require PDU-specific user-plane transport between AN and the core network.

For an IP-based Data Networks, also the following functions are part of the solution for Session Management:

-
UE IP address allocation.

For an IP-based Data Network, the PDU Session can be identified by one or more allocated IP address(es)/prefix(es) and the DN identity.

Editor's note:
Further details regarding sessions for non-IP DNs is FFS.

The allocation of Session Management functions to UE, AN and CN is shown in the Figure below. Note that the figure does not assume any specific grouping of these functions into logical Network Functions / Network Entities. This is instead assumed to be handled as part of work on the overall architecture.
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Figure 6.4.1-1: Session management functions

Editor's note:
The figure above does not imply that the level of session control and session knowledge in the AN is the same as in the UE and CN, and does not detail how the AN is involved in signalling related to session handling. Further refinement of the AN functionality is FFS.

6.4.1.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.4.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.4.2
Solution 4.2: Session setup procedures

This solution addresses the Key Issue 4: Session management, specifically, on the session setup procedures.

6.4.2.1
Architecture description

Session management of next generation system may not be involved during the attach procedure. A UE may request session establishment procedure under the following states:

a)
Unattached, session established with attach procedure (EPS-like session establishment).

b)
Attached but no session established, the UE already attached to the network and would like to get IP/Non-IP connection for data transfer.

c)
Already have session established, the UE already have session established over one or multiple DN(s), and would like to have another session.

Editor's note:
It is FFS whether the same UP function is selected for all sessions to a single DN or whether separate UP functions may be selected is FFS.

Therefore, keeping at least one session is not mandatory but if needed for the desired service (e.g. eMBB service), it should be controlled as always-connected session.

Editor's note:
It is FFS whether always-connected session is requested by UE or based on per subscription.

The session management architecture could be depicted as Figure 6.4.2-1, where the SM is the function in control plane for session management handling.

The procedures below assume that a user plane tunnel is established between AN and the user plane functions in the core network.

Editor's note:
The "User Data" in the figure below is the data repository of information related to session management and user subscription. Whether it is a standalone network function or collocated with some network function is FFS.
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Figure 6.4.2.1-1: The non-roaming architecture for session management

The home-routed roaming architecture is shown in Figure 6.4.2-2.
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Figure 6.4.2.1-2: The home-routed roaming architecture for session management

Editor's note:
The architecture figures above describe the logical relation between functionality for session management. Reference points used for session management for NextGen architecture and additional description of relation to other functionality in NextGen system such as mobility management functionality and is FFS.

Editor's note:
Whether a "User Data" function needs to be added to the roaming architecture for session management is FFS.

Editor's note:
Whether there is a need for a Policy control function in the VPLMN is FFS and also handled as part of the policy framework key issue.

6.4.2.2
Function description

6.4.2.2.1
Session establishment procedure, non-roaming case

A session can be established, released and modified and this clause shows how a session is established.

The procedures are depicted in the Figure 6.4.2.2.1-1.
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Figure 6.4.2.2.1-1: The procedure of session setup

Editor's note:
Further details regarding IP address/prefix assignment is FFS.

Editor's note:
It is FFS whether a procedure with two SM functions and two User Plane Function(s) as in the home routed roaming case applies also in the non-roaming case.

It is assumed for this procedure that the UE is attached to the network. As part of the attach procedure, subscription data is fetched from the Subscriber Data Management function.

1.
The UE initiates a session setup request. The UE provides information indicating the PDU session type (e.g. Non-IP/IP). Indication of the DN network name may also be included. This step may be combined with the attach procedure in case the session is established with the attach procedure (EPS-like session establishment). It is assumed that this message is carried via an access/MM function and that this includes verification that the UE is attached and has an MM context.
Editor's note: It is FFS whether the DNN is identical to the APN.
2.
The SM function fetches user data. Get related information from the UE context and may verify that the UE subscribed the service.

Editor's note:
With the authorization done as part of step 1 it is FFS if step 2 is needed.

3.
The SM function may interact with the Policy control function which determines the QoS property of the connection based on information such as UE request, and operator policy.

Editor's note:
how the QoS related property is set per operator policy is per the solutions developed for the QoS and Policy Framework Key Issues.

4.
The SM function selects the proper user plane function and, in case of connection type is IP, assigns IPv4 address/IPv6 prefix anchored in the User plane function.

5.
The SM function may request the AN to setup resources for the session.

6.
The SM function triggers the establishment of user-plane. The message includes the related QoS requirement for the connection to be established. Downlink tunnel information is also sent to the User plane functions (e.g. IP address of the AN node).

7.
Session setup is complete. Uplink tunnel information is sent to the AN function (e.g. IP address of the User plane functions). The UE the session is succeed, with IPv4 address/IPv6 prefix in case of session type is IP.
IPv6 stateless address auto-configuration or DHCPv4 may be used for IP address/prefix allocation after PDU session established. In this case, the DHCPv4 or RS/RA messages will be forwarded by the UP function between UE and the SM function.
Editor's note:
In the case of Non-3GPP AN case, step 5 may not be needed. This is FFS.

6.4.2.2.2
Session establishment procedure, home-routed roaming case

This clause shows how a session is established in a home-routed roaming case. The procedures are depicted in the Figure 6.4.2.2.2-1.
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Figure 6.4.2.2.2-1: The procedure of session setup in a home-routed roaming case

It is assumed for this procedure that the UE is attached. As part of this, the attach procedure subscription data is fetched from a Subscriber Data Management located in the home network.

1.
The UE initiates a Session Setup Request. The UE provides information indicating the PDU session type. Indication of the DN network name may also be included. This step may be combined with step 1 in case the session is established with the attach procedure (EPS-like session establishment).
Editor's note: It is FFS whether the DNN is identical to the APN.
2.
The SM Function in the VPLMN selects a SM Function in the home network.

3.
The SM Function in the VPLMN selects proper user plane function(s) in VPLMN.

4.
The SM function triggers the establishment of user-plane. The message includes the related QoS requirement for the connection to be established.

5.
The SM Function in VPLMN sends a Session Setup Request to the SM Function in HPLMN. Downlink tunnel information (e.g. the IP address of the User Plane Function(s) in the VPLMN) is included in the request.

6.
The SM Function in HPLMN may interact with the Policy Control function that determines the QoS property of the connection based on information such as UE request, and operator policy.

Editor's note:
How the QoS related property is set per operator policy is per the solutions developed for the QoS and Policy Framework Key Issues.

7.
The SM Function in HPLMN selects proper user plane function(s) and in case of session type IP, IPv4 address/IPv6 prefix assignment is performed as part of this step.

8.
The SM function triggers the establishment of user-plane. The message includes the related QoS requirement for the connection to be established. Downlink tunnel information (e.g. the IP address of the User Plane Function(s) in the VPLMN) is sent to the user plane function(s).

9.
Session setup is complete in the HPLMN and the SM Function in HPLMN sends a response to the SM Function in the VPLMN. Uplink tunnel information (e.g. the IP address of the User Plane Function(s)) is included in the message.

10.
The SM Function in the VPLMN function may request the AN function to setup resources for the session.

11.
The Control Plane Function in the VPLMN updates the user plane function(s) in the VPLMN with uplink tunnel information (e.g. the IP address of the User Plane Function(s)).

12.
Session setup is complete. Uplink tunnel information is sent to the RAN function (e.g. the IP address of the user plane function(s) in the VPLMN). The UE is informed that session setup succeeded.
IPv6 stateless address auto-configuration or DHCPv4 may be used for IP address/prefix allocation after PDU session established. In this case, the DHCPv4 or RS/RA messages will be forwarded by the V-UP/H-UP functions between UE and the H-SM function.
Editor's note:
The verification of UE context (equivalent to step 2 of clause 6.4.2.2.1) is FFS.

6.4.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.4.3
Solution 4.3: NextGen Session Management with Multiple PDU sessions to the same Data Network

This solution applies to key issue 4 on session management, and parts of key issue 1 on network slicing. Specifically, the solution addresses the following work tasks:
-
SM_WT_#1 SM Model

-
SM_WT_#2 Relation between MM and SM

-
SM_WT_#5 Multiple Accesses PDU Sessions 
6.4.3.1
Architecture description

Editor's note:
Non-IP session management is FFS.

In this solution for NextGen Session Management (NSM), a UE may establish multiple PDU Sessions to the same data network in order to satisfy different connectivity requirements of different applications (e.g. session continuity) that require connectivity to the same data network. In addition, different UP-GWs may be allocated for the different PDU Sessions to the same data network.

The solution is based on the following architecture:
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Figure 6.4.3.1-1: Session Management high level architecture.

The functional entities in the architecture are defined as follows:

-
CP-MM: the Control Plane Mobility Management function is in charge of establishing and maintaining the MM context for a device attaching to the NextGen network, including interacting with the. The CP-MM also implicitly interacts with CP-SM to validate the establishment of an NSM context for a UE that has securely established an MM context.

Editor's note:
Whether one or multiple CP-MM instances are applied when the UE connects to multiple network instances/slices is FFS and depends on the definition for the architecture for network slices.

-
CP-SM: the Control Plane Session Management function is responsible for establishing, maintaining and terminating PDU Sessions on-demand for the UE in the NextGen system architecture.
-
AAA: NextGen CN profile repository and authentication server, stores the subscriber profile of the NextGen network operator, the subscriber credentials, and authentication algorithms. Authentication of the UE (e.g. at attach) is performed via the AAA.
Editor's note:
it is FFS whether the CP-MM or the CP-SM interacts with the AAA to authenticate the UE based on the subscription profile, and depends on the solution for other key issues. 
The solution is based on the following model:

-
For a given network slice, the UE has a single MM context established with a CP-MM function.

Editor's note:
This assumption is dependent on the solutions for the key issue on network slicing, and may need to be revisited when such solutions are defined.

-
A UE can have a MM context established with the network without requiring the establishment of any PDU Sessions, but a PDU Session can be established simultaneously to an MM context.

-
For each MM context, a UE can associate multiple SM contexts (i.e. PDU Sessions).

-
The attempt to establish any PDU Sessions in relation to an MM context is authorized based on the UE previously having established an MM context.

-
UP-GW selection and allocation is performed upon establishment of a PDU Session. UP-GW selection for a PDU Session is performed considering the connectivity requirements of the PDU Session to enable optimized establishment of the data path for each PDU Session.

-
The UE can establish multiple PDU Sessions to the same data network. Different PDU Sessions connecting to the same data network may be served by different UP-GWs and, in the case of IP PDU Sessions, may have different IP addresses.

-
A UE may be served by different CP-SM functions for different PDU Sessions (e.g. if specialized features need to be implemented by CP-SM for specific services).

In this solution, the establishment of a PDU Session may optionally be authorized/authenticated by the external DN via the session management functionality, similarly to how a PDN connection was authorized by an external data network:

-
This enables the external data network to provide service-specific information for the data flows for the data network including QoS requirements, packet filtering information, e.g. for encrypted data, etc., to the CP-SM.

-
The NextGen CN of the MNO uses such information as input for e.g. QoS establishment ,to perform packet filtering, and to select the UP-GW(s) for the PDU Session. Establishment and authorization of connectivity in an operator network is maintained under the control of the operator in the serving CP-SM, since the UE has a single active operator subscription being used with the operator network.

The following figure describes the functional allocation for this session management solution.
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Figure 6.4.3.1-2: Functional Distribution for Session Management

6.4.3.1.1
NextGen Session Management Model and States

The NextGen Session Management (NSM) states describe the signalling connectivity between the UE and the NextGen CN. The NSM states are supported independently of the access network technology the UE is using, and therefore the relationship between the NSM states and the mobility management states is defined in such a way that the NSM states apply to any AN connected to the 5G NextGen, including scenarios in which the UE supports no mobility. This is proposed in order to have an NSM model that is independent of the specific access network mechanisms.
Editor’s note: the exact relationship between the NSM states and the Mobility Management states is FFS and depends on the solutions for mobility management.

Editor’s note: the states described below apply to the NSM state machine in the network.
Two NSM states are proposed for connectivity to a Data Network, independently on the number of PDU Sessions the UE has established to a given Data Network:

-
NSM-IDLE.

-
NSM-CONNECTED.

6.4.3.1.1.1
NSM-IDLE

A UE is in NSM-IDLE state when no PDU Sessions have been established for the UE. Any UE state in the AN, and the presence of an interface between the AN and the NextGen CN are based solely on the mobility management context. 

Editor’s note: the mobility management procedures that the UE perform when in NSM-IDLE are FFS and depend on the solutions on mobility management.

6.4.3.1.1.2
NSM-CONNECTED

The UE and the CP-SM enter the NSM-CONNECTED state for a specific Data Network when a PDU Session is established and the UE and the CP-SM have an NSM context. 

The UE can be in NSM-CONNECTED state independently from the mobility management state, given that the UE is registered. 

For a UE in the NSM-CONNECTED state, there exists a logical signalling connection between the UE and the CP-SM function. The logical signalling connection is transported over the AN with AN-specific mechanisms, and in the NextGen core network via the MM functions to the CP-SM function. While the UE is NSM-CONNECTED for a Data Network, the UE may add further PDU Sessions to the same Data Network.

Editor’s note: the relationship between the state transitions and the establishment of AN and core network resources for QoS is FFS. 

6.4.3.1.1.3
State transition and functions

The NSM model transitions from NSM-IDLE to NSM-CONNECTED for a Data Network when the first PDU Session to the Data Network for a UE is established. 

The NSM model transitions from NSM-CONNECTED to NSM-IDLE for a Data Network when the last PDU Session to the Data Network for the UE is released.
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Figure 6.4.3.1.1.3-1: NSM state model.

6.4.3.1.2
 NSM Context

An NSM context in the UE and the CP-SM function contain:

-
A Data Network NSM context, containing all the PDU session contexts for each PDU session of the UE. This enables the CP-SM function to keep track of and correlate resources and status per-UE, independently of the number of PDU Sessions the UE has established towards a Data Network. 

-
For each PDU Session established, the connectivity information specific to the PDU Session. 

In addition the CP-SM function maintains information about PDU session resources, including the allocated UP-GWs. 

Editor’s note: the details of the actual contexts parameters is FFS.
6.4.3.2
Function Description

Editor's note:
The specific protocols for DN SM context establishment are FFS. It is expected that a subset of the current NAS functionality will be supported, independently of the protocol supported, depending on the solutions designed for other key issues (e.g. QoS, congestion control, etc.).
6.4.3.2.1
UE PDU Session Establishment Triggering

In this solution it is assumed that the UE is aware of the connectivity requirements for applications/services, including:

-
The Data Network required for an application/service and the corresponding DN Name

-
Specific connectivity requirements with respect to the transport, e.g. the type of session continuity for the data flow, etc.

It is furthermore assumed that when applications require connectivity, they either provide specific connectivity requirements (e.g., regarding session continuity; type of connectivity in terms of local breakout, remote; etc.) or the UE is configured with information regarding connectivity requirements of specific applications. 

Editor's note:
The exact relationship between session management and session continuity requires further study and depends on the solutions developed for session continuity.

Editor's note:
It is FFS whether and how the UE can be configured with such information, if applications cannot provide such requirements. e.g. in the same way that in EPC it was possible to define per-application ANDSF policies based on application ID, similarly per-application ID connectivity requirements could be provided in the UE.

Once a MM context has been established, the UE triggers the establishment of a new PDU session to a Data Network, even if the UE already has one or more PDU Sessions for the same Data Network when an application requires connectivity with specific requirements (e.g. session continuity) and no existing PDU Session satisfies such requirements. The UE determines whether one of the existing PDU Sessions to a Data Network satisfies the connectivity requirements of the application based on the connectivity requirements provided at the establishment for the previous PDU Sessions. 

The UE provides in a PDU Session Request: 

-
The PDU Connectivity Requirements, which may contain one or more of:

-
Requirements for session continuity

-
A DN User Identity for the UE for the external Data Network, provided by the UE for connectivity to a specific Data Network when the UE requests the PDU session authorization via the external Data Network. The DN User Identity is specific to a Data Network.

Editor’s note: it if FFS what additional PDU Connectivity Requirements the UE can provide.

-
A Data Network Name, identifying the Data Network the UE requires connectivity to. The DN Name is optional and the network may decide how to provide the connectivity solely based on operator policies and the PDU Connectivity Requirement.

If the UE requests the establishment of a PDU Session for applications that require connectivity for services provided by an external Data Network and that require authorization and authentication via the external Data Network, the UE triggers the PDU Session authorization only for the first PDU Session to the external Data Network.
6.4.3.2.2
UP-GW Selection

During the establishment of a PDU Session, the network needs to select the UP-GW(s) serving the PDU Session.

The UP-GW selection is performed by the CP-SM based, when available, on:

-
The DN Name if provided by the UE

-
The UE subscription profile

-
Network policies

-
The PDU Connectivity Requirement. 

-
DN Service-specific Requirements provided by the external DN during the PDU Session authorization and authentication

For the establishment of an additional PDU Session to a DN for which PDU Session(s) already exists, the CP-SM verifies if the existing UP-GW(s) can be used based on the PDU Connectivity Requirement provided by the UE, the subscription profile, etc. The CP-SM may select different UP-GW(s) to serve the new PDU Session and interacts with the UP-GW(s) for the establishment of the PDU Session.

The CP-SM may select one or multiple UP-GWs for the PDU session depending on the connectivity requirements, e.g. in roaming scenario a UP-GW in the VPLMN and a UP-GW in the HPLMN may be selected if traffic for the PDU Session need to be routed to the HPLMN.
6.4.3.2.3
Establishment of a PDU Session

Once a MM context has been established, if specific connectivity requirements arise in the UE for an application or service, the UE establishes a PDU Session.

The following procedure applies both to the establishment of a first PDU Session to a data network, and to the establishment of an additional PDU Session to the same data network.
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Figure 6.4.3.2.3-1: PDU Session Establishment

1.
The UE has previously established a Mobility Management (MM) context via MM procedures with the CP-MM, including authentication.

Editor's note:
The details of the establishment of the MM context are defined in the solutions for MM key issue.

2.
The UE sends a PDU Session Establishment Request to the CP-MM, includes the PDU Connectivity Requirements, may include a DN Name, and a DN User Identity. 

3.
The CP-MM selects the CP-SM function to serve the UE based on the DN Name and the PDU connectivity requirements, and forwards the request to the selected CP-SM. The CP-MM may e.g. select a CP-SM in the VPLMN for Data Networks and services to be provided by the VPLMN, and a CP-SM in the HPLMN for Data Networks and services to be provided by the HPLMN and for home routed traffic.
4.
The CP-SM verifies the UE request for the PDU Session based on the information provided by the UE with respect to the UE profile, and whether there are already existing PDU Sessions for the same data network. If the UE has provided a DN User Identity,the CP-SM triggers the authentication and authorization of the PDU Session Establishment Request with the external data network based on the DN User Identity provided by the UE. During the authentication procedure, the data network may provide a connectivity profile to the CP-SM containing DN Service -specific Requirements (e.g. QoS, connectivity type, etc.) which override the connectivity requirements provided by the UE. If the UE already has PDU Sessions to the same data network, the CP-SM verifies if additional PDU Sessions are allowed and if an additional PDU Session is required based on the PDU Connectivity Requirements provided by the UE.

5.
The CP-SM may interact with the policing function to determine the policies to be applied to the PDU Session, and, if received from the external data network, provides the DN Service-specific Requirements.

6.
The CP-SM interacts with the AN for the establishment of the resources required for the PDU Session.
7.
The CP-SM:
7a.
If a PDU Session to the same Data Network exists and if the existing UP-GW(s) can be re-used, interacts with the UP-GW(s) for the establishment of the PDU Session (e.g. IP address allocation for PDU Session for IP traffic).
7b.
If it selects new UP-GW(s) to serve an additional PDU Session to the same Data Network, the CP-SM interacts with the new UP-GW(s) for the establishment of the PDU Session (e.g. IP address allocation for PDU Session for IP traffic).

8.
The CP-SM confirms to the UE the establishment of the PDU Session and includes information related to the PDU Session contexts (e.g. IP addresses, etc.).
For roaming scenarios, when PDU Session traffic is home routed, the CP-SM may be located in the HPLMN, or there may be a CP-SM in the VPLMN and a CP-SM in the HPLMN. If two CP-SM functions are involved, in steps 7a and 7b the CP-SM in the VPLMN interacts with the CP-SM in the HPLMN for the UP-GW selection. Control of the PDU Session establishment may be in VPLMN or HPLMN (i.e. CP-SM in HPLMN may just perform UP-GW selection)
6.4.3.3
Solution evaluation 
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.4.4
Solution 4.4: Session Management model for multiple parallel PDU Sessions and for multi-homed PDU Session
This solution addresses WT#1 (SM model) and WT#2 (relation between SM and MM).
6.4.4.1
Architecture description
This clause describes a session management model focusing on the following two cases:

-
Multiple parallel PDU Sessions of IPv4, IPv6, IPv4/IPv6 (if this type is supported in NextGen) or non-IP type;

-
Multi-homed PDU Session using IPv6.
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Figure 6.4.4.1-1: Session management model with multiple parallel PDU Sessions

The proposed solution assumes the following session management model principles:

-
A PDU Session establishment and release is performed using NG1 signalling as in solution 4.2 and 4.3.

-
A PDU Session is identified with a Data Network Name (DNN).

Editor's note: It is FFS whether the DNN is identical to the APN.

-
CP functions in the NextGen core configure the user plane path for the PDU Session.

-
The user plane path in the NextGen core consists of user plane gateways (UP-GWs). The number of UP-GWs for a PDU Session is not imposed by the specification.

-
For UE with multiple PDU sessions there is no need for mandatory “convergence point” similar to the SGW. In other words, going out of the RAN the user plane paths of PDU Sessions belonging to the same UE may be completely disjoint. This also implies that for idle mode UEs (if NextGen_Idle state is supported) there can be a distinct buffering node per PDU Session.

-
A user plane path is materialised as a tunnel. There is one tunnel per PDU Session on each reference point. The tunnel carries all traffic of a PDU Session, regardless of the QoS requirements of individual traffic flows. The tunnel encapsulation header needs to be able to carry per-packet QoS markings and possibly other information.

-
The network may decide to reconfigure the user plane path of a PDU Session outside of any UE mobility event.

-
Multiple PDU Sessions to the same Data Network are supported as described in Solution 4.3 (clause 6.4.3) or by using a multi-homed PDU Session described below.

-
When IPv6 is used a PDU Session may be associated with one or multiple IPv6 prefixes. The latter case is referred to as multi-homed PDU Session and is described in Figure 6.4.4.1-2 and Figure 6.4.x.1-3. In this case the PDU Session provides access to the Data Network via two separate IP anchors. The two user plane paths leading to the IP anchors branch out of a common UP-GW that is configured with a common “default IP router” functionality as defined in IETF RFC 7157 “IPv6 Multihoming without Network Address Translation”. The “default IP router” functionality can also be collocated with the RAN. The multi-homed PDU Session may be used to support make-before-break service continuity as described in Solution 6.1 (SSC mode 3 in clause 6.6.1) or cases where UE needs to access both a local service (e.g. Mobile Edge Computing server) and the Internet. These two cases are illustrated in Figure 6.4.x.1-2 and Figure 6.4.x.1-3, respectively.
NOTE:
The multi-homed PDU Session applies only to PDU Sessions of IPv6 type.
Editor's note: It is FFS whether the “default IP router” functionality is a logical function that can be located in the RAN. 
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Figure 6.4.4.1-2: Multi-homed PDU Session using IPv6: service continuity case
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Figure 6.4.4.1-3: Multi-homed PDU Session using IPv6: access to local DN

6.4.4.2
Function description 
6.4.4.3
Solution evaluation 
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.4.5
Solution 4.5: Network triggered on-demand SM setup procedure
6.4.5.1
Architecture description

This solution applies to Key Issue 4: Session management, specifically on network triggered on-demand SM setup procedure. 
On demand SM setup has been agreed as one of the architectural principles. It is possible that when UE has attached to the Network, no PDU session is established. The PDU session can be activated when the UE want to transfer the data. It should also be possible that PDU session can be activated when MT traffic is to be transferred. 
It is proposed to introduce a mechanism that the network can trigger the UE to establish the PDN connectivity when it is need. This mechanism applies to all PDU type. The principle of this mechanism is that: 

- 
The network sends a session activation trigger message to the UE.

-
When the UE receives the session activation trigger message, it activates the PDN connection as requested.
6.4.5.2
Function description
Editor's note: The detail parameters at each step the flows are FFS.
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Figure 6.4.5.2-1: Network Triggered PDU Session Setup 

1.
The Application Server need send the data to UE and the PDU session has not been established between the UE and Application Server. The Application Server sends a PDU Session Request (External Identifier or MSISDN, Application Identifier, validity period, Application Port ID) message to the NIWF (Network Inter Work Function). The Application Port ID is to address a triggering function within the UE. The validity period indicates for how long the PDN Session Request message is valid. So if the trigger message does not reach the UE first time, the trigger message may still be send again if it is still valid. 

The NIWF checks whether the Application is authorised to send the PDU Session Request based on the Application Identifier. The NIWF also check whether the Application server has exceeded its quota or rate of trigger submission. 
2.
The NIWF sends a Subscriber Information Request (External Identifier or MSISDN and Application Identifier) message to the Subscriber Data Repository to determine the NF which serves the UE, i.e. the CP-NF(MM).

3.
The NIWF send the PDU Session Trigger Request (DN name, Application Port ID, Application Identifier) to the determined CP-NF (MM). The DN name indicates which Data Network the PDU session is to be established. It is determined based on the Application Identifier and local configuration.
4.
The CP-NF (MM) sends the PDU Session Trigger Request (DN name, Application Identifier, Application Port ID) to the UE. If the UE is not connected, the network pages the UE and delivers the message to the UE. Based on the Application Port ID, the related Application client on the UE is selected. The corresponding response message is send back to the CP-NF (MM) to confirm the receiving the request message. 

5.
The CP-NF (MM) sends the PDU Session Trigger Response to the NIWF to confirm the Request message has been received by the UE. 

6.
The NIWF sends the PDU Session Trigger Response to the Application Server. 

7.
The UE triggers the PDU session setup procedure as described in section 6.4.2.2.1/6.4.2.2.2. The Data Network to be connected is the DN name received at step 4.

8.
After the PDU session to the determined DN is activated, the UE send the PDU Session Establishment confirmation message to the determined Application Server as the indicated Application Identifier received at step 4. 
6.4.5.3
Solution evaluation

Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.

6.4.6
Solution 4.6: Common interfaces towards UE, AN and SDM for both MM and SM related procedures
6.4.6.1
Description
This contribution proposes a solution for Key Issue 4, WT 2 (relation between MM and SM).

As seen from the UE, there is a single CP termination point in the core network for the NG1 reference point, used for both MM and SM-related messages and procedures for a UE. 

NOTE: 
This does not imply that the MM and SM messages and procedures are coupled. How the UE communicates over this reference point for MM and SM is determined by solutions to e.g. MM and SM key issues. 

As seen from the AN, there is a single CP termination point in the core network for the NG2 reference point, shared for MM and SM-related messages and procedures for a UE. 

As seen from the Subscriber Data Management (SDM) system, there is a single CP termination point in the control plane used for retrieving both MM and SM-related subscription data for a UE from the SDM system. In the figure below this corresponds to the termination for the NG7 reference point between the SDM system and the CP function. 

Editor’s note: It is FFS whether UE credentials are handled over the same or a separate reference point as other subscription data.

NOTE: 
The use of a single termination point in the core network for interfaces towards does not imply that a single function in the core network handles both MM and SM functionality. The common CP termination points are shared by MM, SM and potentially the authentication functions.
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Figure 6.4.6.1-1: Common interfaces towards UE, AN and SDM for both MM and SM related procedures

NOTE:
The figure above does not show all CP related functionality e.g. related to policy control.
Editor’s note: How the above proposals relate to non-3GPP access is FFS and depends e.g. on how MM functionality is defined for non-3GPP accesses and how the overall architecture with non-3GPP is defined.
Editor’s note: How the solution above is related to solutions for a UE connecting to multiple slices is FFS. 

Editor’s note: Whether and how the solution above is related to support of multiple connectivity is FFS.
6.4.7
Solution 4.7: Infrequent small data transfer
This solution applies to Key Issue 4: Session management, specifically on efficient infrequent small data transfer, which is not required the session to be established. 
6.4.7.1
Architecture description

For carrying infrequent small amount of data units in an efficient way which can reduce the allocation of the network resources, the connection-less small data service (SDS) that does not require a session set up is introduced. The SDS is a service that transfers messages between a UE and Service Provider (SP) or 3rd party. The SDS-PDU is self contained with all required information to deliver it to its destination. The source and destination IDs in SDS-PDU are assumed in the form of URIs. 
Figure 6.4.7.1-1 shows the entities that are involved in mobile originated (MO) and mobile terminating (MT) SDS message handling for transfers between a UE and an application server or a Service Capability Server (SCS) in non-roaming scenarios. For the connection-less SDS the system functions called Small Data Handling Functions (SDHF) are introduced in the network to process the address information (the source and destination IDs) in the small data messages and verify and route the messages bases on this information. The SDHF does not need to keep context information related to users and no UE attachment and UE authentication is performed.

Editor’s note: whether and how the solution works with no UE attachment and no UE authentication is FFS.
The integrity of small data messages has to be verified, for example by a SDHF. To verify the integrity of a message the SDHF can get the required security material from the Credential Repository. For instance, the Repository may hold certificates that contain credential data. That is, integrity protection can be done without context information stored in the network, e.g., in the form of a signature that would allow any entity on the path (e.g. Serving SDHF) to check the authenticity of the SDS-PDU once this entity has access to the data (e.g. credentials in the Repository) necessary for validating the integrity protection, which is for SA3 to define, e.g. using a public key infrastructure. Thus, each SDS-PDU is e2e integrity protected. 
NOTE 1:
3GPP specifies only integrity protecting the SDS-PDU between the UE and Gateway SDHF. The mechanisms for this protecting are to be determined by SA3. The external entities in the delivery chain (e.g. the SCS/AS) may also verify the SDS-PDU integrity, e.g. using a public key infrastructure, but the mechanisms for this are outside of the 3GPP scope.
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Figure 6.4.7.1-1 Architecture model for the Small Data Service – non-roaming case 

6.4.7.2
Function description

The uplink transmission procedure for a scenario where the MO SDS-PDU is forwarded to a SCS/AS is illustrated in Figure 6.4.7.4.2-1. It is assumed that when the network received the MO SDS-PDU, the network maintain a short lived association with the UE to assure the acknowledge message can be sent back to the UE. The association is established at the time when the uplink SDS-PDU is received. 
Editor’s note: Other procedures covering, e.g., DL case, are FFS. 
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Figure 6.4.7.2-1 Uplink small data transmission procedure

1.
The application of the UE requests the transfer of the SDS-PDU. 
2.
The UE requests radio resources and transmits the SDS-PDU to a Serving SDHF. Since there is no need for the serving SDHF to keep any UE or MM context (i.e. no UE attachment and authentication is performed), it is not required to forward the SDS PDU to a specific Serving SDHF. When transferring between the UE and the Serving SDHF, the RAN is assumed to provide an efficient radio transport means for the SDS PDU and maintains a short lived association with the UE so that the UE remains reachable for receiving an acknowledgment for the SDS-PDU transfer if requested. The association is established at the time when the RAN node receives the uplink SDS-PDU. 

Editor’s note: It is FFS how the RAN processes the SDS-PDU and maintains an association with the UE, and whether it is always required UE to be reachable for acknowledgements. 

3.
The serving SDHF needs to verify the integrity of the SDS-PDU. The Serving SDHF checks whether it stores credentials for the sender, i.e. source ID, of the SDS-PDU. If not, the Serving SDHF fetches the credential information for that sender from the Credential Repository. If the credential for the sender is not ok, the Serving SDHF sends a Reject to the UE. 

4.
The Serving SDHF determines a Gateway SDHF from address information of the SDS-PDU header and forwards the SDS-PDU to the Gateway SDHF. 

5. 
The Gateway SDHF determines the SCS/AS address from the destination ID in the SDS-PDU and forwards the SDS-PDU to the SCS/AS. The Gateway SDHF may verify the SDS-PDU integrity before forwarding it (e.g. in a scenario when SDS-PDUs come from external SDHFs).

6. 
On receiving the SDS-PDU the SCS/AS may verify the SDS-PDU integrity if it has access to the Credential Repository. The SCS/AS returns an acknowledgement to the Gateway SDHF to confirm the SDS-PDU transfer if an acknowledgement is requested.

7.
If an acknowledgement is requested, the Gateway SDHF sends it to the Serving SDHF.

8.
The Serving SDHF forwards the acknowledgement to the UE.

9.
The UE confirms the SDS-PDU transfer to the application. 

6.4.7.3
Solution evaluation

Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.4.8
Solution 4.8: for Data transmission with ConnectionLess RAN-Core interface
6.4.8.1
Solution Overview

The solution aims to cover at least following use cases:

-
(Massive) IoT UE that may move and need to send sporadic (potentially small amount) data: in this case the UE sends data to the NextGen Core via the user plane path without requiring more signalling in the network (RAN and Core) than the amount of user data to be transferred.

Editor’s note: It is FFS whether the solution applies to other use cases such as Smartphone issuing a regular check / polling for notifications of incoming messages / events. 
In such situations, the following architectural concepts are proposed in order to support a fast switch from IDLE state to a CL-data state where data transfer occurs:

-
The RAN-Core interface works in ConnectionLess (CL) mode for UP (User Plane) delivery: once the PDU session has been set-up, in order for the UE to be able to send or to receive data no connection dedicated with an UE needs to be set-up on NG2 or NG3. 
-
The service itself is not connectionless:

-
the UE needs to attach, set-up PDU sessions, etc.
-
When the UE exchanges MM or SM related signalling with the network a NG2 connection is set-up. Once the MM or SM transaction(s) are over the NG2 connection for the UE is released

-
The MM procedures (e.g. ATTACH, authentication, , “Tracking Area” update,…) are independent from whether the UE will activate a PDU session used in ConnectionLess (CL) mode on the interface between RAN and Core. Thus an UE needs to ATTACH to the network before being able to activate a PDU session to be used in ConnectionLess (CL) mode on the interface between RAN and Core   

-
The UE is tracked at “Tracking Area” level and issues “Tracking Area” updates.

-
The UE uses the same SM procedures to manage (set-up,  release,…) a PDU session regardless of whether this PDU session is to be used in a Connection Oriented (CO) or in a ConnectionLess (CL) mode on the interface between RAN and Core.

-
During the PDU session set-up procedure some parameters specific to the CL data transfer are nevertheless exchanged between the UE and the network.

Editor’s note: It is FFS whether the same PDU session may alternatively be used in a Connection Oriented (CO) or in a ConnectionLess (CL) mode on the interface between RAN and Core. 
-
The support of the ConnectionLess (CL) mode on the interface between RAN and Core is independent from the nature of the data being carried in a PDU session (IPv4, IPv6, non IP).

-
When the UE needs to send data (assuming the UE is already attached to the network and has established a PDU session):

-
There is no NG2 signalling exchange dedicated to the UE between the RAN and the Core 

-
There is no NG3 data plane connection dedicated to the UE between the RAN and the Core 

-
As there is no signalling exchange dedicated to the UE between the RAN and the Core, the RAN gets no security material dedicated to the UE. Thus the security and the header (de)compression of the user plane traffic are handled in the NextGen Core (in the UPGW part of the NextGen Core). The corresponding parameters (e.g. security algorithms, compression algorithms,...) are negotiated between the UE and the CN CP at PDU session set-up

Editor’s note: Any potential security impacts on signalling exchanges between the RAN and the UE is to be studied by SA3 in conjunction with RAN groups

-
As the Core network User plane GW (UPGW) needs to decipher data received from a UE via the RAN, the UL (uplink) data are sent by the UE together with a non ciphered PDU session identifier allowing the UPGW to retrieve the deciphering context of the PDU session.

-
As the RAN needs to route Uplink (UL) traffic from the UE towards the UPGW, the UE needs to put packet forwarding information in its UL traffic allowing the RAN to determine the relevant UPGW. 

-
The NextGen Core provides via NAS signalling UPGW CL Service information (UCLSI) to the UE: UE identifier and the packet forwarding information allowing the RAN to determine the UPGW. This information is provided on a per PDU session basis.

-
The NextGen Core provides UCLSI information to the UE at least upon UE request for a PDU session set-up. This information needs also to be provided to the UE when the UPGW that supports the PDU session of the UE has been changed.

-
When the UPGW receives UL traffic with a PDU session identifier for which it has no corresponding context, the UPGW fetches the corresponding information from the CN CP 

-
The UPGW keeps track of the RAN from which it last received UL traffic from a UE and associates this information with a UE location freshness timer. As long as the UE location freshness timer has not elapsed, the UPGW sends DL (Downlink) traffic for an UE towards the RAN from which it last received UL traffic from this UE. The DL data sent are sent by the UPGW towards the RAN together with a non ciphered UE identifier. If the RAN can’t deliver the PDU (the UE may have moved in the mean time) the RAN deletes the PDU and notifies the UPGW that removes the relationship between the UE and the RAN. . 

Editor’s note:  DL data delivery requires further clarifications
-
 When the UPGW needs to send DL data towards an UE, and the UE location freshness timer has elapsed, the UPGW request the CN CP to page the UE. The CN CP pages the UE in the (set of) “Tracking Area” where it is registered-
The value of the UE location freshness timer is determined by the network taking into account the UE subscription.

-
The UE mobility relies on cell reselection, not on network controlled Hand-Overs
Editor’s note:  MM states are FFS
Editor’s note:  The security aspects related with this solution need to be studied by SA3 . 
6.4.8.2
Call flows

Editor’s note:
 FFS
6.5
Solutions for Key Issue 5: Enabling (re)selection of efficient user plane paths

6.5.1
Solution 5.1: UP Functions selection
This solution addresses the key issue 5 on Enabling (re)selection of efficient user plane paths, special related to Criteria for user plane path selection

6.5.1.1
Architecture description 
The reference architecture for the UP selection is shown in Figure 6.4.2.1-1(non-roaming) and Figure 6.4.2.1-2(home-routed). 
6.5.1.2
Function description 
In the EPC network two types of UP function nodes are defined, i.e. SGW/PGW. Due to the introduction of the C/U separation, the UP network functions will be defined in Next Generation Network. Session Management procedures define when UP functions are selected. 
For the UP function selection, it is proposed as the following: 

· The UP Function is selected by a C-plane NF during the session establishment procedure. 
· The UP function can be selected/reselected on per UE and per Session granularity basis. 

· The UP Function is selected/reselected based on any combination of the following factors: 

-
UE mobility profile .
Editor's note: The definition of mobility profiles is FFS.  
-
UE location;

-
UE session continuity requirements(e.g. session continuity required, not required);

Editor's note: Session continuity requirements will be determined based on the conclusion of key issue 6. 

-
UE session QoS requirements;

-
Load conditions of the candidate selected UP function;

· The UP Function can be dynamically reselected based on any combination of the following factors: 

-
Mobility events. , i.e. handover or location update
6.5.1.3
Solution evaluation 
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.5.2
Solution 5.2: Solution to support Session continuity to enable (re)selection of efficient user plane paths
The Solution applies to Key issue 5: Enabling (re)selection of efficient user plane paths, especially the following issues:

-
Reselection of user-plane path between a UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts) when the previous path becomes inefficient.
-
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
The Solution applies to Key issue 6: Support for session and service continuity
-
The types of sessions to be considered in the context of session continuity;
-
The level of session continuity to be supported depending on e.g., the type of service such as broadband, group communications, mission critical communications, etc.;
Editor’s note: This solution assumes support for IP services. Extending this for supporting non-IP (e.g. Ethernet) services is FFS.

6.5.2.1
Architecture description 
This solution assumes that the Next Generation network user plane will include two functions. 

-
One UP function providing the following functionality: uplink classifier functionality (UL CL) that allows steering local traffic to local services and/or central UP function towards central services, i.e. the ability to examine the destination IP address of IP packets sent by the UE and determine how the packet should be routed. In addition, packet routing, packet forwarding, traffic offloading to a local network as well as charging, LI and bitrate enforcement for locally offloaded traffic.

-
Another UP function providing IP anchoring functionality. 
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Figure 6.5.2.1-1 User plane Architecture for the solution

The operator uses configuration or policies to determine which flows are to be routed to/from the local network. Such configuration or policies are applied in the “UP function UL-CL” using uplink classification based on filtering rules.  For downlink, the operator configures the network routing such that only legitimate traffic from the local server may pass via the UP function local IP point of presence.

The operator may use a dedicated IP address range for the set of UEs that need to be reachable locally. The local service network is configured such that this address range can be used for local downlink traffic.

Editor’s note: How the dedicated IP address range work for roaming UEs is FFS. 

In the case of mobility, session continuity is provided using some form of tunnelling, both for the central IP anchor point, and for the local IP point of presence. 

6.5.2.2
Function description
6.5.2.2.1 
General

UE has access to centralized services (access to internet) via the IP anchoring UP function, distributed services (e.g. cached content of a CDN, content distribution network) via the UL-CL UP function. The IP anchoring UP function providing access to the centralized services is assumed to be located in a more centralized location than the UL-CL UP function providing access to the distributed services. Note, that in this scenario only one host IP address that is centrally anchored has been assigned to the UE. 
The IP anchor is assumed to be located in a centralized location. Note, that in this scenario only one host IP address that is centrally anchored has been assigned to the UE. So, the UL-CL UP function with the local IP point of presence examines the IP packets (i.e. destination IP address) sent by the UE and decides whether to transmit the PDU within a tunnel to the central IP/PDU session anchor or it should be transmitted to the local application server (e.g. CDN) (e.g. within a tunnel). 
Another option for IPv6 is that IPv6 multi-homing is used with one IPv6 address assigned to the UE for the local services and one IPv6 address assigned for the more central services.   In case, the UE supports IPv6 multi-homing, the UE could receive 2 IPv6 prefixes - one from a local IP anchor and another from a centralized IP anchor (IETF RFC 4177 or RFC 4191). The main difference between the scenario described above and multi-homing scenario for a single PDU session is that in case of multi-homing, rules configured into the UE decides when the traffic is intended for central IP anchor or local IP anchor (e.g. by choosing the appropriate source IP address). RFC 6724 specifies basic algorithms how IPv6 host should select IP addresses and RFC 5014 is an example of the IPv6 socket API for source address selection. RFC 4191 includes mechanisms by which an operator can configure rules into the UE to influence how the selection of the address.
Editor’s note: How IPv4 and IPv6 traffic can be supported in parallel for the same UE if IPv6 multihoming is used is FFS

Following are the main characteristics of the solution:

-
The possibility of having both a local IP point of presence (via the UL-CL UP function) and a central IP point of presence for a given session using the IP address allocated for by the central IP anchoring UP function. The local IP point of presence is applicable only for a well-defined set of traffic flows under operator control, while the central IP point of presence is used by default. The operator configures the local networks such that only the well-defined set of traffic flows can access the local IP point of presence. 
-
An operator controlled uplink classification functionality within the UL-CL UP function determines which uplink flows to direct towards the local IP point of presence when local IP point of presence is applied by the operator. 

-
The network decides how the traffic is routed i.e. whether it is routed towards the local network or towards the more centrally located UP function and Data Network. Thus, the UE is not aware of the traffic redirection in this scenario. 
-
The core network control plane is responsible for the setup, configuration and release of the user plane functions mentioned above, based on operator policies, UE preferences and subscription information, on a per session basis. 
6.5.2.2.2
Mobility aspects
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Figure 6.5.2.2-1: UL-CL UP function relocation for the same Local Network and existing PDU session.

When the UE is relocated from one UL-CL UP function 1 to UL-CL UP function 2, the existing session continues to be supported by the existing PDU session via the original local network-1 until termination. Session continuity is maintained from the UE’s perspective for the PDU session as the central UP function acting as central IP anchor and the Local Network-1 remains the same when the UE is relocated from UL-CL UP function 1 to UL-CL UP function 2.
Alternatively, the UE’s session towards the local network may be relocated from local network 1 to local network 2 in addition to UP function 1 relocation. Application session relocation may be necessary which is out of scope for 3GPP. This is shown in the figure below.

NOTE: 
During this relocation, if the existing session moves from local network 1 to local network 2, then application context information or application instance may need to be transferred from Local network 1 to Local network 2 in such a way that there is no interruption for the application running in the UE. If this is not possible for a certain application session, then the existing session continues to be supported via Local network-1 until termination. 

Editor’s note: Impacts to on-going TCP sessions when changing from one UP function to another are FFS.
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Figure 6.5.2.2-2: UL-CL UP function relocation along with relocation from Local Network 1 to Local Network 2

The IP anchoring UP function is maintained for the PDU session as the UE moves, i.e. session continuity is provided for the PDU session as the IP anchoring UP function remains the same. Thus, this solution applies also if the UP function is relocated.

6.5.2.3
Solution evaluation

Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.5.3
Solution 5.3: Re-selection of user-plane path based on UE traffic pattern

6.5.3.1
Architecture Description

The solution proposed in this section is based on the architecture diagram in clause 6.2.2. The main concept of the solution is that core-network anchor for the UE is changed by CN-CP based on information provided by the user plane node in the core network. This information can be information about the destination IP addresses/servers that the UE is accessing.

Editor’s note:
Applicability to roaming scenario is FFS.

6.5.3.2
Function description

The high-level flow for this solution is provided in the figure below.
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Figure 6.5.3.2-1: User-plane path reselection based on UE traffic information from CN-U.

1.
The UE sends a PDU Session Establishment Request (Data Network Name (DNN)) message to CN-CP. 

Editor’s note:
It is FFS if DNN is different from APN

2.
The CN-CP selects CN-U Anchor-1, based on information e.g. DNN, subscription information of the UE, current mobility information of the UE (if available).

3.
The CN-CP provides forwarding rules to CN-U Anchor 1. The CN-CP subscribes to specific UE traffic events such as access to specific applications/servers, summaries of destination IP address, etc.

Editor’s note:
It is FFS how to ensure that CN-U reporting traffic events to the CN-CP does not induce signaling congestion.
4.
The CN-CP sends a PDU Session Establishment Accept message to the UE. 

5.
The UL and DL IP Traffic of the UE are via CN-U Anchor 1. 

6.
The CN-U Anchor 1 provides periodic/event-based information about the UE’s traffic to CN-CP. This information can include for example, information about destinations/servers that the UE is accessing. 7.
Based on the IP traffic information provided from the CN-U. e.g. UE is accessing content hosted closer to another anchor, and other information such as mobility pattern information of the UE, the CN-CP decides to change the CN-U anchor for the UE such that the new CN-U anchor provides a more efficient user plane path for the UE. 

8.
The CN-CP triggers the relocation of the CP-U Anchor by sending a PDU Session disconnection request with “reactivation request” to the UE to reconnect again to the same DNN. The existing PDU Session of the UE is torn down by CN-CP using PDU Session disconnection procedure (8b). The CN-CP keeps record of the new anchor to be selected for the UE for the DNN.

9.
The UE sends PDU Session Establishment Request (DNN) to reconnect to the same DNN.

10. The CN-CP selects CN-U Anchor 2, based on information stored in Step 8.

NOTE 1: 
If the network supports “make before break” for PDU sessions, this feature can be used to minimize disruption to existing IP connections, if needed.
Editor’s note:
The relationship and impact with SSC modes and mechanisms is FFS.

NOTE 2:
To minimize impact to user experience, the anchor reselection may occur when UE is idle or lull in UE traffic.
Editor’s note:
How this can be achieved in case SM and MM are separated or if the SM changes during the disconnection/reconnection is FFS.
11.
The CN-CP provides forwarding rules to CN-U Anchor 2. The CN-CP subscribes to specific UE traffic events such as access to specific applications/servers, summaries of destination IP address, etc.

12.
The CN-CP sends a PDU Session Establishment Accept message to the UE.

13. The UL and DL IP Traffic of the UE are now via CN-U Anchor 2.

6.5.3.3
Solution Evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.6
Solutions for Key Issue 6: Support for session and service continuity

6.6.1
Solution 6.1: Session and service continuity framework
This solution addresses WTs #1, #2, #3 and #5 of Key issue 6.
6.6.1.1
Architecture description

6.6.1.1.1
Overview

This solution provides a framework to support three distinct session and service continuity modes (SSC) in the NextGen system. The modes are defined in clause 6.6.1.1.1.3, the related solution principles are described in clause 6.6.1.1.1.4.

6.6.1.1.2
Assumptions

The solution assumes a PDU session to exist between a UE and a user-plane function (called terminating user-plane function (TUPF)). The TUPF terminates the 3GPP user plane and interfaces with the data network.

It is not precluded that the TUPF can also be co-located with the access network, e.g. to enable stationary UE scenarios.

Editor's note:
These assumptions and definition above need to be revisited once they key issue on session management has progressed and common terminology for the user-plane functions has been agreed.

6.6.1.1.3
Session and service continuity modes
The NextGen system shall support the following session and service continuity (SSC) modes:

-
SSC mode 1: The same TUPF is maintained regardless of the access technology (e.g. RATs and cells) a UE is using to access the network.

-
SSC mode 2: The same TUPF is only maintained across a subset (i.e. one or more, but not all) of the access network attachment points (e.g. cells and RATs), referred to as the serving area of the TUPF. When the UE leaves the serving area of a TUPF, the UE will be served by a different TUPF suitable for the UE's new point of attachment to the network.

NOTE:
The serving area of a TUPF may also be limited to a single cell only, e.g. in case of stationary UEs.

-
SSC mode 3: In this mode the network allows the UE to establish an additional PDU session to the same data network (DN) before the previous PDU session is eventually terminated. When the UE requests the additional PDU session, the network selects a target TUPF suitable for the UE's new point of attachment to the network. While both PDU sessions are active, the UE either actively rebinds applications from the previous to the new PDU session, or alternatively, the UE waits for flows bound to the previous PDU connection to end.
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Figure 6.6.1.1.3-1: TUPF relocation in session and service continuity mode 3

6.6.1.1.4
Solution principles

6.6.1.1.4.1
Mode selection and network support

The following principles apply:

-
When requesting a PDU session, the UE may indicate the requested session and service continuity (SSC) mode as part of the PDU session setup signaling to the network. How the UE can determine the requested SSC mode is specified in clause 6.6.1.1.4.

Editor's note:
It is FFS whether the requested SSC mode is indicated as part of the DN name or as a separate indication.
-
The serving network receives the list of supported SSC modes and the default SSC mode per data network per subscriber as part of the subscription information from the subscriber database.
-
The serving network selects the SSC mode by either accepting the requested SSC mode or  modifying the requested SSC mode based on  subscription and/or local configuration. 

NOTE 1:
A serving network may be configured  to modify  the SSC mode requested by the UE for different reasons, e.g. the serving network may prefer to avoid SSC mode 1 for a specific data network to avoid concentrating traffic on centralized peering points with the related data network.

-
If a UE does not provide an SSC mode when requesting a new PDU session, then the network selects the default SSC mode listed in the subscription (for the data network to connect to) or applies local configuration to select the SSC mode. 
-
After selecting the SSC mode, the network either (a) accepts the PDU session request from the UE and indicates the selected SSC mode to the UE, or (b) the network rejects the PDU session request and sends the selected SSC mode and a cause value to the UE indicating that the selected SSC mode is already used by another PDU session in the UE.
-
SSC modes apply per PDU session. A UE may request different SSC modes for different PDU sessions, i.e. different PDU sessions which are active in parallel for the same UE may have different SSC modes.
-
The SSC mode is not changed during the lifetime of a PDU session.
-
TUPF selection: When selecting the TUPF for a PDU session, the network takes the UE's current point of attachment and the requested SSC mode into account.

NOTE 2:
It is not precluded that other information is also taken into account for TUPF selection (e.g. as determined by other key issues).
6.6.1.1.4.2
SSC mode 1

The following principles apply:

-
The assigned TUPF is maintained during the lifetime of the PDU session, i.e. the TUPF is not changed by the network.

6.6.1.1.4.3
SSC mode 2

The following principles apply:

-
Triggers for redirection to a different TUPF
-
The network decides whether the TUPF assigned to a UE's PDU session needs to be redirected based on UE mobility, local policies (e.g. information about the serving area of the assigned TUPF).
-
Redirection procedure
-
The network redirects the UE's PDU session to a different TUPF by disconnecting the UE's PDU session and requesting the UE to reactivate the PDU session immediately.

-
When the UE requests to deactivate the PDU session and requests the re-establishment of the PDU sessions, the UE remains attached.

-
When receiving the request to re-establish the PDU session from the UE, the network selects a TUPF based on the UE's current point of attachment to the network.
NOTE:
It is not precluded that other information is also taken into account for TUPF selection (e.g. as determined by other key issues).
6.6.1.1.4.4
SSC mode 3

The following principles apply:

-
Triggers for redirection to a different TUPF:

-
The network decides whether the TUPF assigned to a UE's PDU session needs to be redirected based on local configuration (e.g. information about the serving area of the assigned TUPF).

-
Redirection procedure:

-
The network indicates to the UE that one of the UE's active PDU sessions needs to be redirected. The network also starts a timer and indicates the timer value to the UE.

-
Based on this indication from the network, the UE requests a new PDU session to the same DN.

-
If the UE has sent a request for an additional PDU session to the same DN without a prior indication from the network that the active PDU session needs to be redirected, then the network rejects the UE's request.Otherwise, the network selects a TUPF for the new PDU session based on the UE's current point of attachment to the network.
NOTE 1:
It is not precluded that other information is also taken into account for TUPF selection (e.g. as determined by other key issues).
-
Once the new PDU session has been established, the UE may perform one of the following options:

-
Option 1: The UE actively redirects application flows bound to the previous PDU session to the new PDU session e.g. by using upper layer session continuity mechanisms. Once the UE has finished redirecting applications flows to the new PDU session, the UE releases the previous PDU session.

-
Option 2: The UE steers new application flows to the new PDU session. Existing flows on the previous PDU session continue on the previous PDU session until the flows terminate. Once all flows using the previous PDU session have ended, the UE requests to release the previous PDU session.

NOTE 2:
The details of the previous options are beyond the scope of 3GPP.

-
If the UE has not released the previous PDU session when the timer expires, or alternatively if the network detects inactivity on the previous PDU session, the network releases the previous PDU session.

Editor's note:
Whether there is an issue related to per session bitrate enforcement when the UE temporarily has two active PDU sessions to the same data network depends on the QoS key (specifically whether the session bitrate applies per PDU session or across all PDU sessions to the same data network and where the session bitrate is enforced, i.e. in AN or UP entity)issue and is FFS.
6.6.1.1.5
How the UE determines the required SSC mode

A UE can determine the SSC mode required for an application using one of the following methods:

1.
The app that starts a new flow (i.e. opens a new socket) indicates the type of session continuity required by this flow as shown in the Figure 6.6.1.1.5-1 below. This may be indicated by using the sockets API extensions specified in RFC 3493, RFC 3542 and in draft-ietf-dmm-ondemand-mobility. In other words, the app may use already specified software APIs to indicate what type of session continuity is required. For example, if the app requests a socket with a nomadic IP address, essentially, the app requests SSC mode 2. If the app requests a socket with a fixed IP address or a sustained IP address, essentially, the app requests SSC mode 1 or SSC mode 3 respectively. The definition of nomadic, sustained and fixed IP address can be found in draft-ietf-dmm-ondemand-mobility.
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Figure 6.6.1.1.5-1

2.
If the app that starts a flow does not indicate the type of required session continuity, the UE may determine the required session continuity by using provisioned policy, as shown in Figure. 6.6.1.1.5-2.
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Figure 6.6.1.1.5-2

The policy contains a list of prioritized rules and each rule indicates the required SSC mode for entire applications or specific flow types. For example, the policy in the UE may contain the following rules:


Rule 1, priority 1: App = com.example.skype, Required continuity type = SSC mode 3.


Rule 2, priority 2: App = com.example.web.server, Required continuity type = SSC mode 1.


Rule 3, priority 3: Protocol = TCP; DstPort = 80, Required continuity type = SSC mode 2.


Default rule: Default continuity type = SSC mode 2.

When the UE attempts to establish a PDU session before receiving a request from an application (e.g. during the initial attach), or the application does not request an SSC mode, or the UE does not have a policy for the specific application, then the UE cannot determine an SSC mode as defined above (in bullets 1, 2). In this case:

-
If the UE is provisioned with a default SSC mode (e.g. as part of the policy shown in Figure 6.6.1.1.5-2), then the UE requests the PDU session with the default SSC mode. The default SSC mode can be one of the three SSC modes discussed in the previous clause. For example, a fixed IoT sensor or even a smartphone may be provisioned with default SSC mode 2.

-
If the UE is not provisioned with a default SSC mode, then the UE requests the PDU session without providing an SSC mode. In this case, the network determines the SSC mode of the PDU session (e.g. based on subscription data and/or network policy) and provides the selected mode back to the UE.

6.6.1.2
Function description

6.6.1.2.1
PDU session establishment/release triggered by handover procedure
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Figure 6.6.1.2.1-1: Handover triggered PDU session establishment/release for different SSC modes
0.
The UE attaches to the network and establishes PDU sessions with DNs. A UE may request different SSC modes for different PDU sessions.
1.
UE performs handover from source RAN node to target RAN node. 
NOTE: The detailed handover procedure is to be discussed in mobility management key issue.

2.
For SSC mode 2 or 3, the redirection of TUPF is triggered as described in session 6.6.1.1.4.
6.6.1.2.2
Service continuity call flows for SSC mode 3

The establishment of the new PDU Session (PDU Session 2) for SSC mode 3 is always triggered by the CP functions in the NextGen core. There are two possibilities:

-
CN-provided trigger followed by UE-requested PDU Session.

-
CN-prepared PDU Session followed by notification to UE (applicable to multi-homed PDU Sessions only).
The former can be used for PDU Sessions of IPv4 type, IPv6 type, dual-stack IPv4/IPv6 type (if dual-stack PDU sessions are supported in NextGen system) and non-IP type.

The latter can be used for PDU Sessions of IPv6 type.
Editor's note:
It is FFS whether both procedures need to be supported.
6.6.1.2.3
CN-provided trigger followed by UE-requested PDU Session 
This procedure corresponds to the PDN connection model in EPS where a new PDN connection is always requested by the UE. Depicted in Figure 6.6.1.2.3-1 is an example flow illustrating how UE-requested PDU Session is established to support SSC mode 3.
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Figure 6.6.1.2.3-1: CN-provided trigger followed by UE-requested PDU Session

1.
UE has an established PDU Session (PDU Session 1) with TUPF1. The PDU Session user plane path involves the RAN, TUPF1 and possibly some intermediate user plane functions (other than TUPF).
2.
At some point the CP functions decide to establish a new PDU Session because PDU Session 1 has become suboptimal due to UE mobility. The CP functions send an [NG1] PDU Session Redirection (Reason, Timer) message to the UE with a Reason code that triggers the UE to request a new PDU Session for the same data network, without releasing PDU Session 1. The Timer value indicates how long the network is willing to maintain PDU Session 1.

Editor's note: For PDU Session of IPv6 type it is FFS whether the Timer value for the remaining lifetime of the IPv6 prefix is also sent using RA.

3.
UE sends [NG1] PDU Session Request (Reason) message to request a new PDU Session. The Reason code indicates that this message is in response to a network-provided trigger.

4.
The CP functions selects a new TUPF (TUPF 2) that is geographically closer to the current UE location and configures the user plane path for PDU Session 2 involving the RAN, TUPF2, and any intermediate U-plane nodes. In case of PDU Session of IP type the process TUPF2 allocates the new IP address/prefix (IP@2) and sends it to the UE (e.g. directly using Router Advertisement or via CP functions and NG1 signalling).

5. UE starts using PDU Session 2 for all new traffic flows and may also proactively move existing traffic flows (where possible) from PDU Session 1 to PDU Session 2 by leveraging upper layer mobility mechanisms (e.g. SIP reINVITE, DASH, MPTCP, Host ID, SCTP).
6. PDU Session is released either by the UE (e.g. once UE has consolidated all traffic on PDU Session 2) or by the network upon expiry of the Timer indicated in step 2.
6.6.1.2.4
CN-prepared PDU Session followed by notification to UE

This procedure applies to multi-homed PDU Session using IPv6 as described in clause 6.4.4. In this case the NextGen core can prepare a new PDU Session “leg” and in the end simply notify the UE of the existence of a new IP address/prefix, as depicted in Figure 6.6.1.2.4-1.
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Figure 6.6.1.2.4-1: CN prepared PDU Session followed by notification to UE

1.
UE has an established PDU Session with TUPF1. The PDU Session user plane involves the RAN, TUPF1 and possibly some intermediate user plane functions (other than IP anchors).
2.
At some point the CP functions decides to establish a new “leg” of PDU Session 1 because the existing “leg” has become suboptimal due to UE mobility. The CP functions selects a new TUPF (TUPF2) that is geographically closer to the current UE location and configures TUPF2 as a new “leg” of a multi-homed PDU Session. In the process TUPF2 allocates the new IP address/prefix (IP@2) and sends it to the CP functions.

3. The CP functions configures one of the intermediate U-plane nodes as a forking point for the multi-homed PDU Session i.e. this U-plane node is configured to act as a “default IP router” as defined in IETF RFC 7157 “IPv6 Multihoming without Network Address Translation”. The U-plane node acting as a “default IP router” may be collocated with the RAN.

4. The network notifies the UE of the availability of the new “leg” by sending the [NG1] PDU Session Modification (IP@2, Reason, Timer) message. The Reason code indicates that the UE should start using the new IP prefix (IP@2). The Timer value indicates how long the network is willing to keep the old “leg” (i.e. IP@1).

5. The default IP router sends a Router Advertisement (RA) message containing the new IPv6 prefix (IP@2) allowing the UE to perform stateless address autoconfiguration with this prefix.

Editor's note: It is FFS whether step 4 is needed e.g. in case the Router Advertisement message can be enhanced to carry the information of step 4.

6. UE starts using IP@2 for all new traffic and may also proactively move existing traffic flow (where possible) from IP@1 to IP@2 by leveraging upper layer mobility mechanisms (e.g. SIP reINVITE, DASH, MPTCP, Host ID, SCTP).
7. Upon expiry of the Timer value provided in step 4 the network sends the [NG1] PDU Session Modification (IP@1) message to notify the UE that the old IP prefix (IP@1) is not available anymore. At this point the UE stops using the old IP address prefix.
8. The default IP router sends a Router Advertisement (RA) message to remove the old IPv6 prefix (IP@1).
Editor's note: It is FFS whether step 7 is needed e.g. in case the Router Advertisement message can be used to carry the information of step 7.

9. The network interact with the UP functions to release the old leg.

6.6.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

Void.
6.6.2
Solution 6.2: Mobility on Demand using Mobility and Session classes

The solution for the Mobility on demand part of Key Issue 6 is described in the corresponding solution chapter for Key Issue 6: Chapter 6.3.9 Mobility levels using Mobility and Session classes.
6.7
Solutions for Key Issue 7: Network function granularity and interactions between them

6.7.1
Solution 7.1: Interconnection and Routing Function (IRF) based network function interconnection model

6.7.1.1
General (Assumptions and applicability)
This solution is applicable only to the interconnection of the network functions. The network function's definition and its functionalities are assumed to be defined by solutions to other key issues.

Assuming that only one of the control plane access network function is required to interface with only one of the control plane core network function, the interconnection model between them can be point-to-point interface based, e.g. control plane core network function 1 interfaces with control plane access network function 1 over a point-to-point interface between them. However, if it is decided to allow multiple control plane access network functions to interface directly with multiple control plane core network functions then the principles of this solution can be extended to interconnect control plane access network and core network functions as well.

Similarly, it is assumed that the user plane core network functions are required to interface only with their respective control plane core network functions. And hence the interconnection model between them can be point-to-point interface based. However, if it is decided to allow any control plane function to interface with any user plane function then the principles of this solution can be extended to interconnect control plane and user plane core network functions as well.

The solution assumes that multiple control plane core network functions are required to interact with multiple other control plane core network functions in the next generation core network architecture.

NOTE:
Unless explicitly specified, the term "network function" refers to "control plane core network function" in this solution. Just for the sake of understanding the "control plane core network functions" in the EPC context are MME, control plane of PGW, PCRF, HSS, control plane of TDF, TSSF, RCAF, SCEF etc.

6.7.1.2
Architectural description

6.7.1.2.1
Reference model
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Figure 6.7.1.2.1-1: Non-roaming reference model for the interconnection of network functions
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Figure 6.7.1.2.1-2: Roaming reference model for the interconnection of network functions

NOTE 1:
The roaming reference model describes home routed traffic type of scenario. Other reference models, e.g. local breakout, can be derived from this and not shown here for simplicity.

NF1:
Network functions (NF) no. 1.

NFn:
Network functions (NF) no. "n".

Rp1:
Reference point between the network function NF1 and Interconnection & Routing Function (IRF).

Rpn:
Reference point between the network function NFn and Interconnection & Routing Function (IRF).

Rpx:
Inter-PLMN reference point between two Interconnection & Routing Functions.

NOTE 2:
Above reference points are proposed to be 3GPP defined reference points. Not all the messages supported on each reference points are same, e.g. some of the messages supported over Rp1 may be different than some of the messages supported over Rp2.

Editor's note:
Whether the interface between NF and the IRF is referred to as "reference point" or not is FFS.

6.7.1.2.2
High level principles

Below are the high level principles of the Interconnection & Routing Function (IRF) based interconnection model:

-
Each NF interfaces with the IRF via a given reference point in its own PLMN. NFs do not interface with each other directly but can communicate (i.e. send request or response message) with each other via IRF. Thus, when required, this model allows any NF to communicate with any other NF directly without involving any other unrelated network functions in the path, e.g. NF1 can send message to NF3 via IRF without involving NF2 if the involvement of NF2 is not needed.

-
In this model each NF supports only one reference point towards the IRF. All the procedures towards the other NFs are supported over this single reference point, e.g. NF1 supports Rp1 towards IRF instead of supporting Rpa towards NF2, Rpb towards NF4 etc.

-
The NFs are not required to maintain interface layer association for each peer-NFs in the network, and thus resulting into connection-less interconnection of NFs. However, the application layer state for the UE session is required to be maintained. If the NF wants to change its instance (e.g. VM instance) for a given UE's session (e.g. to support scale-in, scale-out and restoration features) it just has to update the IRF and not the peer-NFs, e.g. NF1 can move UE's session from its instance1 to instance2 and update the IRF with the new instance number while there is no need to update NF2, NF3, NF4 etc. of the network.

-
The IRF is mainly responsible for routing of the message between NFs. The NF is responsible for determining the destination NF for the message and populating it in the message header. The IRF examines the message header to determine the interface layer identity (e.g. instance number) of the destination NF for the UE's session and routes it to the appropriate NF. For the routing purpose, the IRF maintains the repository of the binding between the UE's identity and interface layer identity of the serving NFs. Please refer to sec. 6.7.3.2 for the set of functions performed by IRF.

-
If the procedures over the reference point between the NF and IRF are defined generically, then this model allows re-use of those procedures by any other NF in the network, e.g. if NF1 supports procedures such as "UE location change reporting" or "UE congestion level change reporting" without restricting which other NFs in the network can invoke it, then it can be invoked by NF2 as well as by NF5 while no special support needed at NF1 to enable this. This can also be achieved via subscribe-notify type of mechanism for appropriate procedures, e.g. NF2 and NF5 subscribe to the "UE location change reporting" from NF1; NF1 keeps the subscription info and when the UE location change takes place, it notifies NF2 and NF5 individually. In future, NF6 can also subscribe to the same procedure and no special support needed at NF1.

6.7.1.3
Functional description

6.7.1.3.1
General

The proposed interconnection model introduces Interconnection & Routing Function (IRF). The IRF is proposed as 3GPP defined network function. This clause provides functional description of IRF and any other related aspects.

6.7.1.3.2
Functions of Interconnection & Routing Function (IRF)

The functions of IRF include:

-
Stores the binding between UE's identity and the interface layer identity (e.g. instance number) of each serving NF, which has active session for the UE. For the NFs, which do not interface with the IRF directly, e.g. in roaming scenario, the IRF stores the identity of the remote-PLMN's IRF via which those NFs are reachable.

-
Updates the binding repository when the identity of the serving NF changes for a given UE, e.g. due to UE mobility, load re-balancing (i.e. scale-in or scale-out of VMs) or restoration reasons.

-
Examines the message header to determine the identity of the UE (for which message is sent) and the destination NF. For UE's identity, looks up the internal binding repository to determine the interface layer identity (e.g. instance number) of the destination NF or the identity of the remote IRF. If the binding does not exist, then the IRF selects appropriate instance of NF (e.g. based on load/overload information) or remote IRF (e.g. based on the PLMN information within destination NF's logical identity) and updates its local repository with the binding. Routes the message accordingly.

-
Optionally performs authorization of the message based on the operator's configuration, e.g. if operator's configuration prohibits NF1 from invoking certain message (such as "change of UE's APN-AMBR") towards NF4 then the IRF rejects the corresponding message (see NOTE 2). Optionally protects NFs during the signalling storm by performing overload control, e.g. pacing of messages sent to a given NF based on its load/overload condition.

NOTE 1:
The protocol between each NF and the IRF will be defined by stage 3. If different protocols are defined then the IRF may have to perform protocol conversion while routing the message between two NFs.

NOTE 2:
For performing message authorization, the IRF checks the "message type", "source NF" and "destination NF" parameters from the message header and either allows it or rejects it based on the local configuration.

Editor's note:
The exact set of functions performed, e.g. whether it understands application level procedures etc., by IRF are FFS.

6.7.1.3.3
Sample binding repository of IRF

Below is an example of internal binding repository of IRF assuming that the network has network functions NF1 to NF5.

Table 6.7.1.3.3-1: Sample binding repository of IRF

	Network scenario
	Binding repository at IRF

	
	UE's session identity
	NF1's identity
	NF2's identity
	NF3's identity
	NF4's identity
	NF5's identity

	All NFs are in the same PLMN as IRF
	UE-A
	Instance1-logical-id-NF1
	Instance3-logical-id-NF2
	Instance2-logical-id-NF3
	Instance1-logical-id-NF4
	Instance1-logical-id-NF5

	All NFs are in the same PLMN as IRF; No active session for the UE in NF3, NF4
	UE-B
	Instance1-logical-id-NF1
	Instance3-logical-id-NF2
	X
	X
	Instance1-logical-id-NF5

	NF4, NF5 are in different PLMN
	UE-C
	Instance3-logical-id-NF1
	Instance1-logical-id-NF2
	Instance1-logical-id-NF3
	Logical-id-remote-PLMN-IRF
	Logical-id-remote-PLMN-IRF

	NF4 in different PLMN; No active session for the UE in NF3, NF5
	UE-D
	Instance2-logical-id-NF1
	Instance2-logical-id-NF2
	X
	Logical-id-remote-PLMN-IRF
	X

	NOTE 1:
The "instance number" is used to signify "an interface layer association" between the IRF and NF for a given UE's session. However, other identity/format to reflect the same can also be used.

NOTE 2:
The UE's session identity could be anything which allows the NF to locate the UE's session uniquely while processing the received message, e.g. IMSI, IP address etc.


6.7.1.4
Sample call flows

6.7.1.4.1
General

This clause provides some sample call flows to better explain how the messages are routed between NFs via IRF, in various scenarios, and any other related aspects.

6.7.1.4.2
Basic routing of message between two NFs

Below is the sample call flow for NF1 to send a message NF4 via IRF. NF4 could be in the same PLMN as NF1 or in the different PLMN.
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Figure 6.7.1.4.2-1: Sample call flows for routing of message between NF1 and NF4

1.
If the UE's session already exists in NF4, NF1 would simply use its logical identity (e.g. FQDN) to send the message to NF4. If the UE's session does not exist in NF4 (e.g. this message creates new session in NF4 as part of attach or relocation types of procedure) then NF1 selects NF4 and derives its logical identity, taking into account appropriate parameters.

2.
NF1 includes UE's identity and NF4's logical identity as "destination NF" in the message header and sends it to the IRF. The information related to IRF could be locally provisioned in the NFs.

3a. On reception of the message, the IRF examines the message header to derive UE's identity and destination NF's logical identity. If the logical identity points to NF4 in a remote-PLMN then IRF derives the identity of the IRF in the target PLMN, e.g. based on local configuration or DNS based resolution. The IRF updates the internal binding to point to remote-PLMN's IRF for NF4.


The IRF sends message to the remote-PLMN's IRF. The remote-PLMN's IRF processes the message as described from step 3b onwards.

3b.
If the logical identity points to NF4 in the same PLMN, the IRF looks up its internal repository for the binding between the UE's identity and interface layer identity of the NF4 (e.g. the instance number of the NF4). If the binding exists, the IRF sends the message to appropriate instance of NF4.
NOTE 1:
Refer to clause 6.7.1.4.4 for more details how the IRF is made aware about the binding between the UE's session and its serving NF instance.
If the binding does not exist, e.g. this is the very first message for the UE's session to NF4, then IRF selects appropriate instance of NF4 (e.g. based on load/overload information) and sends message to it. The IRF also updates its local repository with the binding between UE's identity and NF's instance number.
NOTE 2:
It is assumed that each NF periodically sends the list of its active set of instances along with the load/overload information to the IRF.
4.
Until the UE's session remains active, the IRF maintains the binding between UE's identity and NF4's identifier, i.e. either instance number of NF4 in the local-PLMN or identity of IRF in remote-PLMN. This binding will allow IRF to route any message to NF4 for the UE's session.

6.7.1.4.3
Support for subscribe-notify type of mechanism

Editor's note:
Call flows for describing the support for subscribe-notify type of mechanism is FFS.
6.7.1.4.4
UE-NF binding management at IRF

Below is a sample call flow of the management of the binding between the UE's session and its corresponding serving NF, at the IRF.
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Figure 6.7.1.4.4-1: Sample call flow of UE-NF binding management at IRF

1. 
When a UE's session is created at an NF, e.g. during the procedures such as attach, new PDU session establishment, relocation etc., the NF updates the IRF by sending "Add UE binding" message. The IRF creates new binding in its binding repository.


For updating the existing binding, the NF sends "Update UE binding" message to the IRF. Correspondingly, the IRF updates the binding repository. This could take place if the NF changes its instance for an existing UE's session, e.g. due to scale-in, scale-out or restoration feature.


When the existing UE's session is released by the NF, e.g. during relocation or PDU session release procedures, the NF sends "Remove UE binding" message to the IRF. The IRF clears its binding repository for the UE's session.

NOTE 1:
The above messages can be sent independently or by piggybacking on other relevant messages, e.g. While sending "PDU session establishment" message to NF2, NF1 can piggyback "Add UE binding" message for creating binding between the UE's session and NF1's serving instance, at the IRF.
6.7.1.5
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.7.2
Solution to Key Issue 7: The interconnection of NFs and discovery of NFs via NF Repository Function
This solution is to address the interconnection of NFs, discovery of the NFs, which is related to the key issue “Network Function Granularity and Interactions between them”.
6.7.2.1
Architecture description 
The function architecture to enable the discovery of control plane NFs is depicted as the following figure:
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Figure 6.7.2.1-1: The reference architecture for the discovery of NFs

The architecture includes the following functions:

-
NF Repository Function: It provides the Function Management function such as NF registration and discovery to enable that one NFs discover the other NFs. 
-
NP1: the interface between NF Repository Function and NFs for NF discovery.

6.7.2.2
Function description 
6.7.2.2.1
General model of Network Function

One general model for Network Function is depicted as the following figure.

[image: image79.emf] 

Southbound  Interface  

Northbound  Interface  

NF_B  

NF  

NF_A  


Figure 6.7.2.2.1-1: The general model of Network Function

One network function has the following characteristics:

-
The northbound interface to provide the NF’s functionality to other Network Functions. This interface shall not be a specific interface towards another Network Functions.

-
Southbound Interface: If the Network Function (Function Consumer) requires the functionality from other Network Functions (Function Provider), it shall obtain this functionality via the interface provided by Network Function (Function Provider). 
One network function have an associated Function Template Profile. The Function Template Profile includes the following information:

-
The Function Type of this Network Function, which identify the function of this NFs. It is similar as the meaning of the “MME” in the EPC network.  

-
The Service related parameters, which identify the related service parameters. For example the EAP-AKA is the service parameter to indicate which authentication mechanism supported by the Authentication NF.

-
The Function Type of other Network Functions it can be interconnected. This information identifies which Function type of other NF it can be interconnected. Also it include the interconnection type per NF, which indicates whether the interconnection between two NFs is permanent or it is on demand.
When instantiating one Network Function, the parameter on the Function template will be configured. Also this function will be registered.

6.7.2.2.3
General model for the interconnection of CP NFs
One general model for the interconnection of CP NFs is depicted as the following figure:
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Figure 6.7.2.2.3-1: The general model of the interconnection of CP NFs

The high level principles are utilized in the general model of the interconnection of CP NFs

-
The NF (Function Consumer) determines the function type of the NF (Function Provider) that it needs to access;

-
The NF (Function Consumer) shall be able to obtain the instance of the NF (Function Provider) after performing NF discovery;

-
The NFs (Function Consumer) shall be able to obtain the function of the NF (Function Provider) via the same interface provided by the NF (Function Provider);

-
A common communication protocol is used to transfer the message between the NF (Function Consumer) and the NF (Function Provider);

-
The NF (Function Provider) authorizes the functionality that one NF (Function Consumer) can access per UE granularity.
-
The interface over which one NF provides its functionality to other NFs does not change  per peer NFs, i.e. the interfaces N1, N2, etc., are one per NF and each NF provides all its functionality via this interface.
6.7.2.2.4
NF Discovery
The NF Repository Function supports the following functionalities:
-
NF registration: receives and maintains the profile information of NF when deploying new NF in control plane. 

-
NF discovery in one PLMN: when receiving the discovery request including e.g. class type of NF Identity from one NF, it provides the instance information (i.e. IP address and port) to the NF after authorizing the request of this NF is allowed. NF discovery is the generic method for NF instances to discover and access the required NF instance, and the session per UE granularity between the NF instances is maintained by the peer NF instances.

NOTE: 
Besides NF registration and discovery function above, other support functionalities can be further studied.
Editor's note: Whether the “NF Repository Function” is realized based on the enhancement of the DNS is FFS 
The flow below indicates one possible example of the NF registration procedure. This can also be done by other mechanism.
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Figure 6.7.2.2.4-1: NF registration procedure
NOTE: It is assumed that OAM deploys the NFs in control plane. The procedure for NF registration is for information only, and it is out of SA2 scope.

1.
The new network function NF_A is deployed in control plane of one PLMN’s core network. OAM registers the instance of the NF_A into NF Repository Function;

2.
NF Repository Function add the NF_A’s instance information to the NF topology. 

3.
NF Repository Function sends NF Registration Response to OAM to confirm that the NF registration is finished.
The NF discovery procedure in one PLMN is depicted in the following figure:
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Figure 6.7.2.2.4-2: NF discovery procedure in one PLMN
1. 
Per user’s request the NF_A needs to access the functionality provided by the NF_B. NF_A sends NF Discovery Request including the Function Type of NF_B and/or the service related parameters, e.g. Authentication type in case that NF_B is Authentication NF and handles one special type of Authentication mechanism. The service related parameters help to select the special capability NF. The Function type is used to discover the related NF instance. 

2. 
NF Repository Function check if NF_A is authorised to access NF_B based on criteria of the NF permission list.
Editor's note: whether the authorization is needed if the NFs are in the same PLMN is FFS. 
3. 
If the request is allowed, NF Repository Function provides the candidate of NF_B’s instance to NF_A by NF Discovery Response message based on i.e. the load level of NB’s instance. Further NF Repository Function can store the discovery request of NF_A, and it notices the alternative instance of NF_B to NF_A when detecting that the original instance of NB_B can’t continue to provide its function.

4. 
NF_A access the NF_B instance based on the interface supported by NF_B, and the generic communication protocol is used to transfer the messages between NF instances. 

Editor's note: the NF discovery across two PLMNs is FFS 
One example for the NF discovery procedure in the EPC domain can be that the NF-A is the MME and the NF-B is the PGW. 
6.7.2.2.5
NF Monitor
The NF instance periodically reports its status including e.g. load level, the abnormal status indication in case that the abnormal situation occurs to NF Repository Function. Based on that information the NF Repository Function can determine which NF instance (provider) is to be returned to the NF (consumer). 
Editor's note: It is FFS if the NF Repository Function needs to be involved to allow the NF (consumer) to monitor the status of the NF (provider), e.g. to detect the NF instance (provider) can not to provide its functionality due to abnormal status.
6.7.2.3
Solution evaluation 
Editor'snote: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.7.3
Solution 7.3: Interconnection Function Solution
6.7.3.1
Architecture description
Editor's note: This clause will contain e.g., terminology, overview, architecture description of the solution. 

This section addresses the WT#1 of key issue 7 on Network Function interconnection. In the following description, the Network Function refers to Network Function Instance.

The Network Function Repository Function stores the local Network Function information, including the IP address of the Network Function, Network Function type. The Network Function doesn’t query the target Network Function from DNS server but instead from NF repository Function. When Network Function is instantiated, it sends registration to NF Repository Function. When the Network Function is tear down, it sends deregistration to NF Repository Function. When Network Function needs to communicate with the other Network Function, it asks the IP address of the target Network Function from the NF Repository Function. No interconnection between the NF Repository Functions. 

If NFs are registered in the same Network Function Repository, direct communication is used. See the following figure for direct communication. The NGx/NGy/NGz interface is per Network Function pair.
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Figure 6.7.3.1-1 Direct NF communication

Editor’s note: It is FFS if Network Function Repository Function is a separate repository or DNS can be re-used for that purpose.
Editor’s note: It is FFS whether it is possible that the two Network Functions are registered in the different NF Repository function. In that case an Interconnection Function can be used.6.7.3.2
Function description

Editor's note: This clause will contain function descriptions and the interactions among the network functions.
This section addresses the WT#2 of key issue 7 on Network Function interconnection. 

The following is the message flow example to establish direct connectivity between two Network Functions.
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Figure 6.7.3.2-1 Message flow to establish session between two Network Functions

Step 1, The Network Function A decides to establish a new session with Network Function B. It sends Function Selection Request message to Network Function Repository Function, including the Requested Network Function Type.

Step 2, The Network Function Repository Function determines if a local Network Function B should be selected or not. If local Network function B is selected it sends Function Selection Response message including a routable IP address of Network Function B. If the Network Function Repository Function decides not to select a local Network Function B it sends Function Selection Response message including a routable IP address of Interconnection Function A.

Editor's note: Criteria used by the NF Repository function to select NF B or Interconnection Function A are FFS.
Step 3, If the Network Function Repository Function response with a routable IP address of the Network Function B, it sends Session Establishment Request message to Network Function B directly, including necessary information for session establishment.

Step 4, The Network Function B establishes the session context per request and sends Session Establishment Response to Network Function A directly.
6.7.3.3
Solution evaluation
Editor's note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.8
Solutions for Key Issue 8: Next Generation core and access - functional division and interface

6.8.1
Solution 8.1: Solution for Common Core support

6.8.1.1
Architecture description

Based on the high-level architecture requirements clause 4.1 and key issue#8 that were captured in this TR, the following presents the architecture framework for the NextGen system with Common Core based on the introduction of new network function, Multi-RAT Adaptation Function (MRA):

NOTE:
The proposed architecture framework described here requires further analysis by RAN.
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Figure 6.8.1-1: NextGen Architecture with Common Core Interface

Editor's note:
The support for non-3GPP access, interworking with EPC and roaming architecture is FFS.

-
The NextGen network is partitioned into three parts as shown in Figure 6.8.1-1 above:

-
NextGen Common Core part (NGC):

-
NGC consists of common NextGen core network functions to support the multiple accesses:- such as mobility control and anchoring support for session continuity, session management, core-level QoS management, subscriber management, policy management, access control, charging and accounting, gateway selection, roaming support etc.

-
NextGen Access Convergence part (NGA):

-
NGA consists of the Multi-RAT Adaptation (MRA) function which supports the 3GPP access, so that, an access technology specific function can be generalized into common access function for NGc to process and vice versa.

Editor's note:
MRA support for non-3GPP is FFS.

-
The main functions of MRA are to support converged interface between NextGen access and NextGen Core, RAT specific mobility management (such as access restriction, paging, area registration, mobility state transition, etc.), etc.

Editor's note:
Details on the access dependent network functions are FFS.

Editor's note:
How NGA communicate with the NGc for subscription information is FFS.

-
NextGen Access Technology Specific part (NGT):

-
NGT supports the access technology specific functions for the 3GPP accesses.

NOTE:
The function of NGT is outside the scope of SA WG2.

-
A common interface (i.e. NC) is defined between NGC and NGA

-
Between NGA and NGT, the new interface, NR, is defined. NR may be different among different RATs.

-
Between NGT and the NextGen UE, the new interface, AU, is defined.

-
Between the NGc and the NextGen UE, the new interface, ANAS, is defined to support common access signalling (e.g. Session management, Authentication etc.) between the NextGen UE and the NextGen Core.

6.8.1.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.8.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
6.8.2
Solution 8.2: Architecture for decoupling and independent evolution of CN and AN

This solution addresses Key Issue #8, and in particular the following:

-
identify how the functionality can be modularized for the definition of a modular Next Generation Core -ANs interface that minimizes access dependencies and applies to any access networks

-
identify how to decouple the access network and the core network, and identify its effects and implications to the Next Generation Core. Such decoupling shall allow for parallel and independent design and evolution of access networks and core networks.

This solution is orthogonal to the discussion on detailed CN-RAN functional split. Whatever the CN-RAN split defined for 3GPP-only access, the same architecture proposed here applies to the case of non-3GPP access, with or without 3GPP cellular umbrella coverage.

6.8.2.1
Architecture description

Depicted in Figure 6.8.x.1-1 is a simplified system architecture that allows for decoupling and independent evolution of access network and core network. Three different deployment cases are illustrated, as follows:

Case 1: NextGen architecture with 3GPP access only.

Case 2: NextGen architecture with non-3GPP access under umbrella coverage of controlling 3GPP access.
Case 3: NextGen architecture with stand-alone non-3GPP access.
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Figure 6.8.2.1-1: Architecture for decoupling and independent evolution of AN and CN

The Control plane functions of the NextGen core are assumed to be grouped into Control Plane functions (CP functions) and User Plane functions (UP functions).

In addition to the reference points described in Annex G, the following reference points are assumed for the purpose of describing the architecture for decoupling and independent evolution of AN and CN:

Y1:
Reference point between the UE and the non-3GPP access (e.g. WLAN).

Y2:
Reference point between the UE and the Non-3GPP Access Stratum Function (N3ASF). The protocol used over Y2 is referred to as Non-3GPP Access Stratum (N3-AS) protocol.

Y3:
Reference point between the controlling 3GPP access and the non-3GPP access. Whether this interface is in scope of 3GPP is up to RAN WGs to determine.

Y4:
Reference point between the N3ASF and the non-3GPP access. Whether this interface is in scope of 3GPP is up to RAN WGs to determine.
The following are the salient features of this solution:

-
Case 2 architecture is similar to the LWA/LWIP architecture for LTE-WLAN aggregation/interworking defined in Rel-13.

-
Case 3 architecture is similar to the GAN architecture for 3GPP-WLAN interworking defined in Rel-6.

-
In all three cases a common set of interfaces (NG1, NG2, NG3) is exposed to the NextGen core network.

-
Specific to Case 3, an intermediate Non-3GPP Access Stratum Function (N3ASF) is used to serve as NG2/NG3 termination. The N3ASF node is an operator node that is logically part of the access network.

-
Specific to Case 3, a N3-AS protocol (Non-3GPP Access Stratum protocol) is used between UE and N3ASF. By its location in the protocol stack it is comparable to the RRC protocol in UTRAN, although it should be noted that N3-AS may have fewer radio resource control functions compared to RRC. The N3-AS protocol is used primarily for transparent transport of NAS messages between UE and CN, as well as for exchanging information for the U-plane bearers between UE and N3ASF, including security information.

-
In all three cases a common NAS protocol is used between UE and the CN over NG1, though the UE may not use all the features of NG1 over all the scenarios.
-
Specific to Case 3, in case the non-3GPP access is a WLAN, the following observations apply:

-
Given that there is no Idle/Connected mode distinction in WLAN, when connected over WLAN the UE appears to be in permanent Connected state.

-
Idle mode mobility procedures (e.g. Paging) are not needed, as well as procedures for switching between Idle and Connected mode (e.g. NG2/NG3 Release).

Editor’s note:
It is FFS whether procedures like TAU and Service Request are needed to handle UE mobility between areas served by different N3ASF without requiring a full attach.

-
Connected mode mobility procedures (e.g. Path Switch) are unlikely due to the nomadic use of WLAN.

-
The user plane between UE and N3ASF can be similar to the two LWA/LWIP flavours today (i.e. with layer-2 tunnels over modified APs or with IPsec tunnel over legacy APs, depending whether the operator trusts the security of the WLAN; it is up to RAN WG to decide). The main difference in comparison to LWA/LWIP is that the C-plane connection (currently the RRC connection between UE and the umbrella eNB) is replaced with the N3-AS protocol.
-
It is also possible to have a Case 1+3 scenario where the UE is simultaneously engaged in one connection with the network as described in Case 1, and in another connection with the network as described in Case 3. In this scenario the UE has two NG1 connections with the NextGen core, possibly using a subset of NG1 functionality for scenario 3.

Editor’s note:
Impact of case 1+3 on mobility management solutions is FFS in terms of the mobility management model maintained by the network for the UE.
Editor's note:
For fixed access based on SDN it is FFS whether there is any interaction between the SDN architecture in the fixed access with the NextGen core network.

6.8.2.2
Function description 

The call flow in Figure 6.8.2.2-1 describes a possible Attach procedure via non-3GPP access without umbrella 3GPP coverage (Case 3) to a common NextGen core using a common CN-RAN interface.

Editor's note:
The call flow uses existing NAS message names (Attach Request, Attach Accept, Attach Complete) as well as existing S1-AP message names (Initial UE Message, DL/UL NAS Transport, etc.) for illustration purposes. Those names will be replaced with the actual message names defined for NextGen.

Editor's note:
The call flow for fixed access without WLAN is FFS.
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Figure 6.8.2.2-1: Example of Attach procedure using common NextGen core (Case 3)

In this example it is assumed that the following protocols and the following assumptions are used:

-
EAP between UE and WLAN.

-
EAP inside Diameter (or equivalent) protocol between WLAN and N3ASF.

-
EAP extended to carry NAS messages for attach procedure.
The call flow is self-explanatory, with the exception of the following steps:

1.
Before attempting connection establishment the UE may need to discover (e.g. by using ANQP procedures; or new parameters in the 802.11 Beacon / Probe Request / Probe Response messages) the attributes / capabilities of the WLAN. In this way the UE knows that it should embed the cellular [NAS] Attach Request message as part of WLAN access authentication.

Editor’s note:
It is FFS what new requirements case 3 imposes on WLAN access points. 

3-4. The EAP-RSP message carries the [NAS] Attach Request message.

NOTE:
In step 4 the EAP message is further encapsulated in a Diameter message. The same applies to steps 10, 14, 18, 21 and 23.

10-11. The EAP-REQ message carries the [NAS] Authentication Request message.

13-14. The EAP-RSP message carries the [NAS] Authentication Response message.

18-19. The EAP-REQ message carries the [NAS] Attach Accept message. In addition it carries material for bootstrap of the N3-AS protocol connection. The type of bootstrap material depends on the N3-AS protocol stack. As an example, it may consist of an IP address of the N3ASF and a UDP port number.

20-21. The EAP-RSP message carries the [NAS] Attach Complete message.

Once the Attach procedure is complete, UE and N3ASF rely exclusively on the N3-AS protocol for further message exchange (e.g. Session Management or Mobility Management procedures). 

Depicted in Figure 6.8.X.2-2 and 6.8.X.2-3 is an example protocol stack of the NG1 protocol (i.e. NAS) during the Attach procedure and after bootstrapping of the N3-AS connection. In this example the N3-AS protocol stack is modelled on the WLCP protocol (TS 24.244).
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Figure 6.8.2.2-2: Example protocol stack of NG1 protocol (NAS) during Attach procedure
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Figure 6.8.2.2-3: Example protocol stack of NG1 protocol (NAS) after bootstrapping of the N3-AS connection

The N3-AS protocol has two main functions:

-
Transparent and secure transport of further NAS protocol messages (equivalent to RRC Direct Transfer procedure).

-
Information about U-plane bearers e.g. transport address, QoS, etc. (equivalent to RRC Connection Reconfiguration procedure).

6.8.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
6.8.3
Solution 8.3: Alternative A for the interface between UE and Next Generation Core

It is stated in clause 4.2 that “The method how the NextGen UE interfaces with the NextGen Core - if any - is FFS”. The nature of this interface has significant impacts on other key issues.

In this solution, a method is described where the UE interfaces with the Next Generation Core and similar AS-NAS interworking in the AN is applied as in the EPS.
6.8.3.1
Architecture description

In this alternative of the interface between the UE and the Next Generation Core

1.
the UE establishes connections with the AN for AS-specific signalling and data transfer over the UE-to-AN interface

2.
the AN relays the user plane data between the UE and the CN user plane entity

3.
the UE establishes specific signalling connections with the AN for the purpose of exchanging NAS signalling with the CN control plane entity in a manner that is non-transparent to the AN

4.
the AN piggybacks the NAS signalling between the UE and the CN control plane entity, as e.g. between RRC and S1-AP in the EPS

Items #1 and #2 in the list above are independent of the interface between the UE and the Core.  Items #3 and #4 in the above list mark the characteristics of the interface between the UE and the Next Generation Core that are specific to this solution alternative. Figure 6.8.x-1 shows the connections that are relevant in this UE – Core signalling solution.
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Figure 6.8.3-1: Characteristics specific to solution alternative A

“CP/N” denotes the NAS signalling aspects of the UE-to-AN signalling interface. AN transfers the content of the NAS signalling information between “CP/N” and NG1-C. The dotted line labelled “NAS” denotes the logical signalling connection between the UE and the Next Generation Core that is used to perform non-AS signalling. 

The NAS signalling is non-transparent to both UE and AN. Content of the NAS signalling is not modified by the AN and may or may not be visible to the AN.

6.8.3.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.8.3.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.8.4
Solution 8.4: Alternative B for the interface between UE and Next Generation Core

It is stated in clause 4.2 that “The method how the NextGen UE interfaces with the NextGen Core - if any - is FFS”. The nature of this interface has significant impacts on other key issues.

In this solution, a method is described where the UE does not interface with the Next Generation Core and the AN translates any non-AS signalling between the UE-to-AN signalling and AN-to-Core signalling.

6.8.4.1
Architecture description

In this alternative of the interface between the UE and the Next Generation Core

1.
the UE establishes connections with the AN for AS-specific signalling and data transfer over the UE-to-AN interface

2.
the AN relays the user plane data between the UE and the CN user plane entity

3.
the AN terminates also any non-AS signalling towards the UE and communicates with the CN control plane entity as required, in a manner that is not visible to the UE

Items #1 and #2 in the list above are independent of the interface between the UE and the Core. Item #3 in the above list marks the characteristics of the interface between the UE and the Next Generation Core that are specific to this solution alternative. Figure 6.8.y-1 shows the connections that are relevant in this UE – Core signalling solution..
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Figure 6.8.4-1: Characteristics specific to solution alternative B

In this alternative, the UE uses “CP” for any signalling, i.e. it does not differentiate between AS and non-AS signalling. AN terminates both AS and non-AS signalling from the UE, and translates / forwards the non-AS signalling between the UE and the Next Generation Core. It is up to the AN to determine when, and what, to signal with the CN control plane entity based on and triggered by messages exchanged on “CP”.
Content of the NAS signalling with the Next generation Core is determined by and visible to the AN, and may be translated by the AN between AS and NAS as needed. The UE does not distinguish between AS and NAS, and does not have a signalling association with the Next Generation Core.

6.8.4.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.8.4.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.
6.8.5
Solution 8.5: Alternative C for the interface between UE and Next Generation Core 

It is stated in clause 4.2 that “The method how the NextGen UE interfaces with the NextGen Core - if any - is FFS”. The nature of this interface has significant impacts on other key issues.

In this solution, a method is described where the UE interfaces with the Next Generation Core and the AN user plane is used for signalling on this interface.
6.8.5.1
Architecture description

In this alternative of the interface between the UE and the Next Generation Core

1.
the UE establishes connections with the AN for AS-specific signalling and data transfer over the UE-to-AN interface

2.
the AN relays the user plane data between the UE and the CN user plane entity

3.
the UE exchanges non-AS signalling with the Next Generation Core via the AN user plane, in a manner that is transparent to the AN

Items #1 and #2 in the list above are independent of the interface between the UE and the Core. Item #3 in the above list marks the characteristics of the interface between the UE and the Next Generation Core that are specific to this solution alternative. Figure 6.8.z-1 shows the connections that are relevant in this UE – Core signalling solution.
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Figure 6.8.5-1: Characteristics specific to solution alternative C

“UP” denotes the user plane interface between the UE and the AN, which the UE uses to transfer non-AS signalling towards the AN. This is then forwarded by the AN to the Core in the same way as all other user plane traffic, so that NG1-U also carries the non-AS signalling messages. The line labelled “NAS” denotes the signalling connection between the UE and the Next Generation Core that is used to perform non-AS signalling directly between the UE and the Core.

Editor's note:
it is ffs how “UP” is set up in this solution.

The NAS signalling is controlled solely by the UE and the CN control plane entity and is fully transparent to the AN. Content of the NAS signalling, or even the fact that NAS signalling takes place, is not visible to the AN; hence the AN plays no role in the exchange of non-AS signalling between the UE and the Next Generation Core.
6.8.5.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.8.5.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.9
Solutions for Key Issue 9: 3GPP architecture impacts to support network capability exposure

Void.

6.10
Solutions for Key Issue 10: Policy Framework

Void.

6.11
Solutions for Key Issue 11: Charging

Void.

6.12
Solutions for Key issue 12: Authentication framework

6.12.1
Solutions 12.1: Authentication and security framework

This solution addressed the key issue 12 for authentication framework.

In order to address the requirements from SA WG1, the following principles are adopted:

-
Support authentication of UE connecting to the 5G NextGen CN via different access network, including 3GPP technologies, non-3GPP wireless technologies, fixed broadband access, trusted and untrusted Non-3GPP accesses.

-
The UE is assumed to possess credentials which are verifiable by an entity in the NextGen core network. The procedure for providing credential to UE is out of scope of this solution.

-
Support a unified authentication framework enabling UEs connecting via different access network technologies to access the 5G NextGen CN.

Furthermore, the following assumptions apply to the solution:

-
IMS registration is not considered within the scope of this solution.

Editor's note:
Aspects related to support of network slicing are FFS.

Editor's note:
mechanisms for the support of connectionless based service are FFS.

Editor's note:
Authentication in roaming scenario is FFS.

6.12.1.1
Framework description

Editor's note:
Whether this framework is applicable only to session based connectivity is FFS.
6.12.1.1.1
Security Architecture
In this reference architecture for the unified security framework it is assumed that for non-3GPP accesses there may be either security protection provided by the AN between the UE and the CN, or no security protection or insufficient security protection provided by the AN between the UE and the NextGen CN. 

Figure 6.12.1.1-1 describes the relationship between the network functions and the UE functions for the authentication framework.

NOTE: the functional interfaces identified between the network functions do not necessarily correspond to the NextGen CN interfaces (e.g. as described in Annex G) but represent the exchange of security context between the functions.
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Figure 6.12.1.1.1-1: Reference architecture for Unified authentication framework for in non-roaming scenario

The unified authentication framework is defined in the following and shown in figure 6.12.1.1-1.


Supplicant function: The function inside the UE that executes the authentication process with the peer on network side.


AAA Function: The profile repository and authentication function of the Home network, that stores the subscriber profile and the subscriber long-term credentials and authentication algorithms.


CP-AU Authentication Function: A function in the core network that performs UE authentication process and interacts with AAA functionality for carrying out the authentication.


User Plane Protection Function : This function provides the protection (e.g. encryption, integrity protection, etc.) of the user plane information exchanged between the UE and the Access network and/or between the UE and the Core Network(e.g. in case of untrusted non-3GPP accesses). The Protection function may be located the Core Network e.g. when not present in AN.

NOTE:
The authentication between the UE and the CP-AU Function is performed only in the signalling plane.

Editor's note:
The definition of protection mechanisms for control plane and user plane are is out of the scope of SA WG2 and it left to SA WG3 and RAN.


CP CN function: indicates a CP-CN function defined for other mechanisms (e.g. mobility management, session management)
 CP-AN Signalling Protection function: applies to control plane information exchanged between the UE and the Access network. 

The following functional interfaces are considered:

-
AU-UE: Supports authentication mechanisms between the UE and the entity performing the UE authentication. AU-UE represents the end-to-end set of messages and parameters exchanged between the UE and the CP-AU Authentication Function. The authentication mechanisms supported by this functional interface may be transported over NG1via other 5G NextGen mechanisms (e.g. encapsulated in mobility management signalling or session management signalling) and forwarded to CP-AU by the CP function implementing the 5G NextGen mechanism (e.g. mobility management CP function), to enable UE authentication for such procedures. The authentication mechanisms supported by this functional interface may otherwise be exchanged between the UE and the CP-AU directly over NG1 and separately from mobility management and session management signalling. In either case, the authentication exchange is end to end between the UE and the CP-AU Authentication Function.

-
AU-AN: Supports interaction over NG2between the AN and the CP-AU Authentication Function for provision of security context (e.g. depending on the security requirements in terms of ciphering, integrity protection, etc.) upon authentication, connectivity establishment, mobility, etc.
NOTE:
Whether the CP-AU provides the security context to the control plane or user plane part of the AN is FFS and depends on the RAN design and the specific AN.
-
AU-CN: supports interaction between CP-AU and CP-CN (CN Signalling Protection function) for distribution of security context from CP-AU to CP-CN.

Editor’s note:
The AU-CN may be a reference point towards other functions if the AU is a stand alone functions. Whether AU is collocated with other functions is FFS
-
AU-UP: supports interaction over NG4 between CP-AU and a User Plane Protection Function in the core network (e.g. in a UP-GW) for distribution of security context from CP-AU to user plane protection function.
-
AU-AAA: supports interaction between the CP-AU Authentication Function and AAA for authentication of the UE.

Editor's note:
Some of these interfaces may be actual reference points in the 5G NextGen architecture, others are captured just to represent the logical relation between functional entities and to describe the functional model, as described below.
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Figure 6.12.1.1-2: Mapping of functional interfaces
The definition of an authentication framework for different access systems connecting to the 5G NextGen core network needs to consider the following aspects:

-
The types of UEs in terms of capabilities

-
UEs supporting capabilities specific to 5G NextGen CN (including e.g. protocols and procedures specific to the 5G NextGen system)

-
UEs supporting only a subset of the capabilities specific to 5G NextGen CN (e.g. not supporting NextGen MM).

In order to take these aspects into consideration, this solution proposes an authentication framework based on the following principles:

-
Decoupling authentication and key management from other CN functionality (e.g. mobility management, session management, etc.) to enable the definition of a separate definition of the  CP_AU function from other NextGen CN functions. The CP-AU function is a function used for authenticating UEs independently of the UE’s support for 5G NextGen CN capabilities (e.g. support for mobility).
-
Supporting the transport of authentication mechanisms that may be access network specific over a common authentication transport between the AN and the CN.

-
Authentication mechanism include 3GPP authentication mechanisms for the 5G RAT and for evolved LTE, 3GPP authentication mechanisms for non-3GPP access networks (e.g. 3GPP mechanisms for trusted Wi-Fi scenarios), and possibly mechanisms for other access technologies that may not be defined by 3GPP. As an example, depending on the specific authentication mechanisms to be supported, the common authentication transport may be AAA to support authentication mechanisms based on EAP.
Editor’s note:
 it is FFS if it is possible to assume a single authentication mechanism common to all access networks.
-
The transport of authentication mechanism over the AU-UE logical interface may be performed via other mechanisms depending by procedure (e.g. via MM function if the UE is authenticated upon attachment and the establishment of an MM context).
6.12.1.1.2
Authentication and Key Agreement

The functional allocation for authentication and key agreement is as follows:

-
the CP-AU is a function located in the NextGen CN. The CP-AU performs authentication for the UE agnostically to the access network(s) the UE is connected to.
-
The authentication framework supporting a security context hierarchy to introduce flexibility in deriving the required security context, while maintaining access-dependent aspects in the access networks. Specifically, in this solution:

-
The CP-AU generates at UE authentication and subsequently maintains the Authentication Security Context. The Authentication Security Context is generated upon UE authentication and is applicable to all security functionality for the UE, i.e. CP-CN Signalling Protection, CP-AN Signalling Protection, and User Plane Protection. The Authentication Security Context may be used to derive additional security contexts, e.g. for the specific access network or the CP signalling protection, depending on the UE capabilities and the other functionality (e.g. MM, SM, etc.) required to provide services to the UE.
-
The CP-AU Authentication Function, upon successful UE authentication derives from the Authentication Security Context, the UE security context(s) for the specific functionality as applicable, further processing the context as follows, e.g.:

-
for AN UP and CP protection: delivers, over AU-AN in NG2, per-UE access independent security context (e.g. keying material) at least to the AN functions.
 -
for CP-CN signalling protection: if control plane needs to be protected between the UE and the CN, CP-AU distributes the CP security context required to protect it.
Editor’s note:
Which entities are provided such security context is FFS and dependent on the solutions for mobility management and session management.

-
The CP-AN receives the access independent security context for the UE and generates and maintains the access network specific UE AN Security Context (e.g. for ciphering and integrity protection) based on the AN Security Context provided by the CP-AU. This includes deriving, in the AN, keying material  for use with that access technology.
-
in case of inter-AN mobility, the source AN may transfer to the target AN the access independent security context received from the CP-AU. Then the target AN derives the access dependent AN Security Context specific to the target AN. As an alternative, the source AN or the target AN may trigger the CP-AU to deliver the access independent security context to the target AN, which in turn derives the access dependent AN Security Context for the UE.
Editor's note:
Whether and how established security associations or contexts are transferred between Network Functions and (re)used, e.g. when the UE's serving Network Function(s) change due to mobility is FFS.
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Figure 6.12.1.1-3: Security Context Hierarchy in the Unified Authentication Framework

6.12.1.1.3
User Identity Confidentiality

In order to support user identity confidentiality, the following principles apply:

-
the identities used by the UE with the NextGen CN for mobility management and session management are protected between the UE and the NextGen CN over NG1 such that they are never transferred in the clear

Editor’s note:
Whether a single identity or multiple identities are needed for the various functionalities (e.g. MM, SM, etc.) is FFS, depends on the solutions for such functionalities, and requires SA3 input.

Editor’s note:
It is FFS whether the transfer of these identities in the clear can be avoided in all circumstances, e.g. when the UE arrives in a new country.

-
for 3GPP accesses, the identities used by the UE with the 3GPP AN are protected during access signalling

-
for non-3GPP accesses, the 3GPP identities used by the UE to gain access to the non-3GPP access are protected during access signalling

Editor’s note:
Any protection of non-3GPP identities not visible to the NextGen CN is FFS and may be out of scope of SA2 and SA3.

6.12.1.1.4
System Signaling Protection

In this solution it is proposed that AN and CN control plane signalling are protected via separate mechanisms.

Editor’s note:
The final determination on the use of a single mechanism or separate mechanism is responsibility of SA3 and depends on solutions for other key issues (e.g. key issue 1).

Control plane signalling for AN is protected between the UE and the AN, and terminated by a function in the AN. The function receives from the CP-AU an access-independent AN Security Context for AN-specific key generation.

Control plane signalling between the UE and a CP-CN function in the NextGen CN is protected over NG1 for other mechanisms (e.g. mobility management, session management).
Editor’s note:
Whether control plane protection over NG1 is distributed (e.g. a specific security context is delivered to all CP-CN functions that interface with the UE over NG1) or centralized (e.g. a function acts as termination point of the control plane protection over NG1 for all control plane related to the NextGen CN functionalities) is FFS and depends on the solutions for other key issues. 

6.12.1.1.5
User Plane Protection

For 3GPP access technologies, the user data protection is provided over the access link between the UE and the AN as per 3GPP specifications.

For non-3GPP access technologies, the user data protection is provided over the access link between the UE and the AN when the AN is considered trusted by the core network and when the AN provides such functions.

The user data protection may also be provided by a user plane function in the CN, e.g. for access networks that do not provide sufficient user data protection (e.g. untrusted AN) or for scenarios in which additional user data protection is required. 

Editor’s note: input is required from RAN and SA3 regarding the different connectivity modes supported and the impact on the user plane protection.
6.12.1.2
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

6.x
Solution x - Title

Editor's note:
It should be indicate here to which issue(s) the solution applies.

6.x.1
Architecture description

Editor's note:
This clause will contain e.g. terminology, overview, architecture description of the solution.

6.x.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.

6.x.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

7
Architecture(s) for the Next Generation System

Editor's note:
This clause will be consolidated and refined later during the study.

8
Conclusions

Editor's note:
This clause is intended to list conclusions, interim or/and final conclusions, which have been agreed during the course of the work item activities.

8.1
Interim Agreements on NextGen RAN and NextGen Core functional allocation

The following table documents the current status of agreements on the CN-RAN functional allocation:

Table 8.1-1: Logical function allocation

	Location:

Function:
	NextGen RAN
	NextGen CN
	Comments

	Key Issue #1 – Network Slicing
	
	
	

	CN instance selection when UE attach to a CN network slice
	FFS
	FFS
	

	Key Issue #3 – Mobility Management
	
	
	

	Mobility management control, (Subscription and Policies) 
	
	X
	

	Determination of mobility restriction
	
	X
	

	Roaming restrictions execution
	
	X
	

	Mobility restrictions execution, [CN Connected]
	X
	
	

	Mobility restrictions execution, [CN Idle]
	
	X
	If CN Idle exists.

	UE registration
	
	X
	

	Area tracking
	FFS
	FFS
	The need for Hierarchical tracking is FFS. Depends also on the existence of a CN Idle state

	UE unreachability detection
	
	X
	Assumed to be supported in CN for UEs in CN Idle state. If CN Idle exists.

	RAN UE unreachability detection
	X
	
	Assumed to be supported in RAN for UEs in RAN Inactive state. If RAN inactive state exists.

	NAS state transitions
	
	X
	

	RRC state transitions
	X
	
	

	Paging initiation and control in RAN Inactive state
	X
	
	RAN Inactive state is RAN state that corresponds to CN connected state. If RAN inactive state exists.

	Paging initiation in CN Idle state
	
	FFS
	CN Idle state is FFS. Some companies assume that the CN Idle state is replaced by a RAN "Inactive" State. Some companies think that the CN Idle state remains but is used more seldom due to the new RAN "inactive" state

	Access Stratum UE Context storage in RAN Inactive state
	X
	
	If RAN inactive state exists.

	Control of connected state mobility
	X
	X
	

	UP buffer for UE in CN Idle state
	
	FFS
	Same comment as on Paging initiation in CN Idle state

	UP buffer for UE in RAN Inactive state
	X
	
	If RAN inactive state exists.

	Key Issue #4 - Session Management
	
	
	

	PDU Session address allocation
	
	X
	FFS for non-IP PDU Sessions

	PDU Session Termination Point
	
	X
	Note that this refers to the ownership of the specification for the function supporting the termination point. In a NW deployment this function may be deployed on or close to a RAN site.

	Session Management
	
	X
	

	Termination of UP security
	FFS
	FFS
	FFS

	Subscription Data Handling (incl. default QoS profile)
	
	X
	

	Key issue #12
	
	
	

	Authentication and Key Agreement
	
	X
	

	Key Issue #2 QoS
	
	
	

	Radio Resource Admission Control
	X
	
	

	Radio Resource management (QoS attributes)
	X
	
	Packet scheduling with regards to resource utilization and availability (RRM)

	Max rate control
	X
	X
	Maximum bitrate policing in the CN and RAN in UL and DL.

	QoS Policy Control
	
	X
	

	Transport marking
	X
	X
	Used for prioritization in the transport network.

	Charging Data Collection
	
	X
	

	Packet classification of DL packets for QoS differentiation on the Radio
	FFS
	FFS
	Some companies think the QoS classification for QoS differentiation of DL packets is performed in RAN.

	QoS differentiation and verification for UL packets
	FFS
	FFS
	Some companies think the QoS verification for UL packets is performed in RAN and/or CN.


8.2 
Interim Agreements on network slicing solution aspects
The following bullets are the current status of agreements on the network slicing:

1.
The network slice is a complete logical network (providing Telecommunication Services and Network Capabilities) including AN and CN. Whether RAN is sliced is up to RAN WGs to determine.

a)
AN can be common to multiple network slices.
2.
A UE may provide network slice selection assistance information to the network. 
3.
If a network deploys network slicing, then it may use UE provided network slice selection assistance information to select a network slice.
4.
A UE may access multiple slices simultaneously via a single RAN. In such case, those slices may share some control plane functions, e.g. MM.
8.3
Interim Agreements on Key Issue #2 QoS Framework

Interim agreements for Key issue #2 QoS framework are as follows:

1)
Support Reflective QoS over RAN under control of the network. The network decides on the QoS to apply, reflects the DL traffic and the UE reflects the DL QoS for associated UL traffic.

Editor’s note: How reflective QoS is supported will be discussed as part of the solutions.
Annex A:
Key technical areas identified for investigation during the study

This Annex shows some possible key technical areas that have been identified for investigation during the study (i.e. technical report):

Key Areas

-
Network slicing

-
Mobility framework

-
QoS framework

-
Session management

-
Unified policy framework

-
Multi-connectivity

-
Vertical services accommodation

-
Authentication, authorization

-
Charging, accounting

-
Network discovery and selection

-
Identities

-
Migration & coexistence

-
Information storage and management

-
Network capability exposure

-
RAN-CN functional split (and access agnostic core)

-
Overall architecture

Editor's note:
The list of key technical areas listed in this Annex are not exhaustive and are only intended to identify at the onset of the study possible areas for investigation supporting preparation of the present document. This annex will not be maintained during the course of the study and will be deleted prior to the preparation of the final version of the present document.

Annex B:
Network slicing concept by NGMN

NOTE:
The concept description in this annex is copied from the NGMN paper "Description of Network Slicing Concept" [8].

B.1
Network slicing concept

As depicted in Figure B.1-1, the network slicing concept consists of 3 layers: 1) Service Instance Layer, 2) Network Slice Instance Layer, and 3) Resource layer.

The Service Instance Layer represents the services (end-user service or business services) which are to be supported. Each service is represented by a Service Instance. Typically services can be provided by the network operator or by 3rd parties. In line with this, a Service Instance can either represent an operator service or a 3rd party provided service.

A network operator uses a Network Slice Blueprint to create a Network Slice Instance. A Network Slice Instance provides the network characteristics which are required by a Service Instance. A Network Slice Instance may also be shared across multiple Service Instances provided by the network operator.

NOTE:
Whether there is a need to support sharing of Network Slice Instances across Service Instances provided by different 3rd parties is up for discussion in SDOs.

The Network Slice Instance may be composed by none, one or more Sub-network Instances, which may be shared by another Network Slice Instance. Similarly, the Sub-network Blueprint is used to create a Sub-network Instance to form a set of Network Functions, which run on the physical/logical resources.
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Figure B.1-1: Network slicing conceptual outline

B.2
Definitions

Service Instance: An instance of an end-user service or a business service that is realized within or by a Network Slice.

Network Slice Instance: a set of network functions, and resources to run these network functions, forming a complete instantiated logical network to meet certain network characteristics required by the Service Instance(s):

-
A network slice instance may be fully or partly, logically and/or physically, isolated from another network slice instance.

-
The resources comprises of physical and logical resources.

-
A Network Slice Instance may be composed of Sub-network Instances, which as a special case may be shared by multiple network slice instances. The Network Slice Instance is defined by a Network Slice Blueprint.

-
Instance-specific policies and configurations are required when creating a Network Slice Instance.

-
Network characteristics examples are ultra-low-latency, ultra-reliability etc.

Network Slice Blueprint: A complete description of the structure, configuration and the plans/work flows for how to instantiate and control the Network Slice Instance during its life cycle. A Network Slice Blueprint enables the instantiation of a Network Slice, which provides certain network characteristics (e.g. ultra-low latency, ultra-reliability, value-added services for enterprises, etc.). A Network Slice Blueprint refers to required physical and logical resources and/or to Sub-network Blueprint(s).

Sub-network Instance: A Sub-network Instance comprises of a set of Network Functions and the resources for these Network Functions:

-
The Sub-network Instance is defined by a Sub-network Blueprint.

-
A Sub-network Instance is not required to form a complete logical network.

-
A Sub-network Instance may be shared by two or more Network Slices.

-
The resources comprises of physical and logical resources.

Sub-network Blueprint: A description of the structure (and contained components) and configuration of the Sub-network Instances and the plans/work flows for how to instantiate it. A Sub-network Blueprint refers to Physical and logical resources and may refer to other Sub-network Blueprints.

Physical resource: A physical asset for computation, storage or transport including radio access:

-
Network Functions are not regarded as Resources.

Logical Resource: Partition of a physical resource, or grouping of multiple physical resources dedicated to a Network Function or shared between a set of Network Functions.

Network Function (NF): Network Function refers to processing functions in a network:

-
This includes but is not limited to telecom nodes functionality, as well as switching functions e.g. Ethernet switching function, IP routing functions.

-
VNF is a virtualized version of a NF (refer to ETSI NFV for further details on VNF).

Annex C:
Work planning for NextGen Study Item on how to focus Rel‑14 study

Development of a new system architecture including a new core network is a significant standardization effort. Completion of this task will take multiple 3GPP releases. A timely completion of this work that meets various deadlines for anticipated technology trials and deployments can be achieved with the help of proper planning. The goals of the planning include;

-
An early availability of basic system for trials and limited deployments that fulfils the goals and expectations set about for Next Generation of System including the Core Network.

-
Building of a complete and feature rich system using the basic system defined in step 1 as a foundation thereby ensuring backwards compatibility within Next Gen Ecosystem.

Based on these goals and SA considerations (see SP_69_Approved_Rep_v100 from SA#69) the following list of topics is created to help identify areas of preferred contributions for R-14 study in upcoming meetings. These lists are a work in progress and can get updated as work progresses e.g. based on new key issues introduced into the TR and feedback from RAN WGs.

Functionalities that are needed:

-
QoS.

-
Charging.

-
Policy.

-
Authentication.

-
Mobility management.

-
Session and service continuity.

-
Session management.

Architectural enablers that need to be addressed:

-
Minimizing access dependencies (incl. non-3GPP access integration aspects).

-
Shared network and roaming scenarios.

-
CP/UP separation.

-
RAN-CN functional split.

-
Architectural impacts of scaling.

-
Network slicing.

-
Co-existence, migration and interworking.

-
Network functions granularity and interaction between them.

NOTE:
System level services beyond basic data connectivity may need to be identified to understand if the listed functionalities fulfil service requirements.

Annex D:
Potential solution scenarios for support of multiple slices per UE

This Annex outlines potential solution scenarios that applies to the Key issue 1: Support of network slicing. The following three groups of solutions have been found for the support of multiple network slices per UE:

-
Group A includes the interpretation that the UE obtains services from different network slices and different CN instances, aiming at logical separation/isolation between the CN instances. This group is characterised by independent subscription management/mobility management for each network slice handling the UE, with the potential side effects of additional signalling in the network and over the air. On the other hand, it can be argued that the isolation in the CN part of the network is easiest to achieve.

-
Group B assumes that some Network Functions are common between the network slices, while other functions reside in its individual network slices.

-
Group C assumes that the control plane handling is common between the slices, while the user plane(s) are handled as different network slices.
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Figure D-1: Group A
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Figure D-2: Group B
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Figure D-3: Group C

Annex E:
Guidelines for specifying procedures, to allow its re-use

While defining the core network procedures, e.g. attach procedure and the messages and attributes exchanged between various network functions, the approaches for procedure specification should be analysed on a case by case basis. This Annex provides guidelines on one such approach, i.e. on specifying the core network procedures such that the procedures (and hence the corresponding functionality) can be re-used between any specific set of network functions in the current or future releases of 3GPP. The principles mentioned here can be analysed on a case-by-case basis and whenever found useful, applied while specifying the support of functionality within the Next Generation core network.

E.1
Specifying a procedure

E.1.1
As a service

Any functionality or service involves two types of network functions: service-requester and service-provider. If a functionality or service is defined without fixing the service-requester then it could be re-used by any service-requester within the network. And when, corresponding to this functionality, a procedure (which includes set of messages and the parameters exchanged in those messages) is specified while ensuring this principle, the procedure becomes generic. This procedure then can be re-used by a different service-requester while there is no or minimal impact to the service-provider.

Thus, instead of defining a procedure between a set of network functions, a procedure is defined in terms of service exposed by a service-provider network function, without fixing the service-requester network function. As part of the procedure only the service-provider network function and a set of parameters exchanged in the involved messages (e.g. servicer-request and service-response messages) are specified.

E.1.2
Authorization

Even though a procedure is defined generically, in some cases, the operator may want to restrict the set of service-requester network functions, or in other cases, the procedure itself may restrict the set of network functions which can act as a service-requester. To support both of these cases, the network needs to support the ability to authorize (i.e. allow or deny) the service-requester network function for the requested procedure.

E.2
Procedure of a network function: independent, non-overlapping of each other

If a functionality of a network function can be requested independently and also as part of another procedure then it is better to define two independent and non-overlapping procedures.

Thus, the overall functionality of a network function is first broken down into multiple smaller functionality which may be requested independently. Then for each of the smaller functionality independent procedure, such that it does not overlap (in terms of the functionality provided) with other procedures of the network function, is specified. This will result in definition of atomic procedures (and which are also relatively simpler) and higher re-use of each of the procedure.

E.3
Procedure of the system: As a sequence of network function level procedures

A system level procedure, e.g. Attach, may require support from multiple network functions. In this case, instead of specifying the system level procedure directly, multiple independent procedures at each involved network function level can be specified first. Then the system level procedure is specified in terms of call flow defining the sequence in which those independent network function level procedures are invoked.

Annex F:
Minimizing access dependencies in the NextGen Core and AN - CN Interface

This annex provides high level principles to interpret the requirements of minimizing access dependencies for key core network functionalities. It captures RAN-CN interface aspects as well from the perspective of making it non access specific.

F.1
QoS

QoS related parameters and QoS related signalling between the core network and access network is non access specific. For example QoS needs on a per IP flow basis are signalled to the access network via non access specific signalling using non access specific QoS parameters. Within the access network the conversion to access specific QoS parameters and signalling can occur as needed.

F.2
Authentication

Authentication framework used between the core network and access network is non access specific. The security methods (e.g. EAP AKA) used for authentication can however be access specific if needed.

F.3
Charging Framework

Charging Framework that includes functions responsible for charging data collection and communication will be non-access specific. The actual charging data collected maybe access specific however. This functionality is contained within the CN and has no implications for RAN-CN functional split.

F.4
Policy Framework

The policy framework that includes for example a concept of a policy controller, policy enforcement points, etc. will be non-access specific. There will however be access specific policies that may require for example access specific additional policy decision, communication and enforcement. This functionality is contained within the CN and has no implications for RAN-CN functional split.

F.5
Session Continuity

Sessions continuity functions in the core network will be non-access specific. The access network may have access specific session continuity mechanisms that are not visible to the core network.

F.6
Session Management

Session management functions such as techniques for allocation of IP address will be non-access specific. For any access specific session management functionality that is identified, the transport (e.g. IP) for carrying access specific session management signalling over RAN-CN interface will be non-access specific.

F.7
Mobility Management

Mobility management functions will be access specific. However the transport (e.g. IP) for carrying access specific mobility management signalling over RAN-CN interface will be non-access specific.

F.8
Minimization of Access dependencies and CP/UP functional split

It is likely that there will be some access specific functional entity(ies) left in the CN for example to handle mobility management. This will result in possible communication between both access specific and non-access specific functional entities in the control plane and user plane.

-
CP/UP communication functionality between non access specific functional entities in CP and UP will also be non-access specific.

-
CP/UP communication functionality where at least one of the functional entities is access specific will also be access specific but it can possibly use an existing CP/UP interface with access specific extensions.

F.9
Carrying of Access Specific information over AN-CN interface

Access specific functionalities in the network should be isolated from non-access specific functions. When access specific entity(ies) exist in the core network and they have to communicate over RAN-CN interface it is possible to consider taking the following actions;

-
Use a non-access specific transport (e.g. IP) to carry traffic to a core network functional node specific to that access technology.

-
Possibly use a transport header extension to identify an access technology and based on that route the packet to right control plane entity.

Annex G:
Reference point naming

Depicted in Figure G-1 is a reference model of a potential architecture including potential functional entities and potential reference points with the intention that the naming in particular of the reference points may be used in individual solution proposals for a better understanding and comparison. This reference model does not make any assumption on the actual target architecture i.e. the target architecture may not have all of the depicted reference points or functional entities or may have additional/other reference points or functional entities.
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Figure G-1: Reference point naming

NOTE 1:
The Control plane functions and the User plane functions of the NextGen core are depicted as single boxes (CP functions and UP functions, respectively). Individual solution proposals may further split or replicate CP or UP functions. In that case the naming of additional reference point could add an index to the depicted reference point (e.g. NG4.1, NG4.2).

RAN here refers to a radio access network based on the <5G> RAT or Evolved E-UTRA that connects to the NextGen core network.

The following reference points are illustrated in Figure G-1:

NG1:
Reference point between the UE and the CP functions.

NG2:
Reference point between the RAN and the CP functions.

NG3:
Reference point between the RAN and the UP functions.

NG4:
Reference point between the CP functions and the UP functions.

NG5:
Reference point between the CP functions and an Application Function.

NG6:
Reference point between the UP functions and a Data Network (DN).

NOTE 2:
Some reference points in Figure X-1 may consist of several reference points depending on how the CP functions and UP functions may be further split.

Annex H:
Support of edge computing

For the efficient delivery of certain operator/3rd party content related services, as well as for the provision of services over long distances in a cost-effective way, there is a need to deploy services in the operator trust domain close to the UE's access point of attachment to reduce latency and reduce the load on the transport network. The design of NextGen System should enable access to services deployed close to the UE's point of attachment from the very beginning, so that this functionality could be deployed in a flexible manner, leveraging also Network Function Virtualization (NFV).

The necessary functionality to support this is addressed as part of a number of key issues, including:

-
Key issue 2: QoS framework.

-
Key issue 4: Session management.

-
Key issue 5: Enabling (re)selection of efficient user plane paths.

-
Key Issue 9: 3GPP architecture impacts to support network capability exposure.

-
Key issue 11: Charging.

Annex I: 
Guidelines for defining network function granularity
This annex provides in reference to Key issue 7 a methodology to obtain an adequate network granularity.

I.1 General
It is expected that each Network Function of the final architecture will be made of one or more functions (function (1...n)), to be defined in the different key issues of the TR such as session management, mobility management, session continuity, etc.   

In order to obtain the optimised network architecture, it is proposed to use a well-defined methodology to determine how to combine functions into Network Functions. 
The methodology is composed of 3 steps. The first step lists the different functions necessary for the 5G CN based on the solutions provided by the other key issues. The second step identifies the functions that shall be kept separated from the others and thus assimilated to Network functions, based on separation criteria. The third step gives the functions that shall be combined together into Network Function based on combination criteria. 

Step 1: Identifying the functions 
This step identifies the different functions necessary for the 5G CN based on the solutions provided by the other key issues of the TR.
Step 2: Identifying the functions to be kept separated
The following criteria should be considered to determine which functions should be kept separated:

-
Centralized or distributed (far from / close to a UE): a distributed function is a function that needs to be located in the edge (for at least one use case) or can be across PLMN. It should not be gathered with another function that has no such constraints and that will be most probably centralised. As an example, in case of cloud access network, the access management function responsible for the physical connection with the device shall be in the edge because of access delay constraints.  

-
Re-usability: a function that can be potentially used by multiple service layers or have different internal variants shall be kept standalone. As an example, the HSS is today used by different types of networks: EPC, IMS and the IMS AS.  

-
Optionality: for resource optimisation purpose, a function that will be solicited for only some use cases should be kept separated from those that will be solicited for all use cases. For example: the policy control function may not be necessary for devices connecting through a fixed access; core network handover management function will not be used for fixed-like usages. Evolution cycle of the function: a function that will evolve rapidly (internal algorithm or new feature in normalisation every 6 to 12 month) shall be kept separated from those that have a slower evolution cycle. As an example, the authentication function may evolve rapidly and independently from the others because of the introduction of new authentication methods.  

The following table shall be filled in. 

	functions
	Distributed


	Re-usability


	Optionality


	Evolution cycle



	Example 1
	Yes
	Yes
	Yes
	Rapid

	Example 2
	No
	No
	No
	Rapid

	Function 1
	
	
	
	

	Function 2
	
	
	
	

	…
	
	
	
	

	Function i
	
	
	
	


At the end of this step, 

 -
Functions with high separation constraints (example 1 in the table) can be deduced. Each of them represents one Network function. They are not considered in step 3. 

-
Functions (example 2 in the table) with low or without separation constraints can be deduced (function (a…j)).They are considered in step 3 to decide whether/how to combine them within Network Functions. 

-
Any other function-to-function non-affinity shall be underlined at the end of this step. 

Step 3: Identify the network functions to be combined

This third step handles only with functions (function (a...j)) with low or without separation constraints and considers the function-to-function non affinity deduced from the previous step to determine how they can be combined. Functions are combined in the objective of: 

-
Reducing the Interaction and complexity of interfaces that could exist between them,

-
Obtaining a simple architecture with the less of interfaces. 

Combination work shall at least look at the function from the same functional domain. Thus, the table below shall be filled in to determine the functional domain of each function.  When functions are combined, implementation shall grant for each of them an independent scalability within the NF. 

	
	network
	Security 
	Charging
	database
	

	example 1 : HSS
	
	
	
	x
	

	Example 2 :

Authentication 
	x
	
	
	
	

	example 3:

connection management 
	x
	
	
	
	

	Function a
	
	
	
	
	

	Function b
	
	
	
	
	

	
	
	
	
	
	

	Function j
	
	
	
	
	


NOTE: 
the above example assume that HSS, Authentication and connection management functions are not identified as separate network functions in step 2
Example analysis based on example 1, 2 and 3:

“Authentication” and “HSS” function can have complex interface with a high level of interaction, but as they are in different functional domain then they cannot be combined.

“Connection management” and “authentication” can have complex interface with high level of interaction however since they are in the same functional domain, we can combine them in order to have less interfaces in the network. 
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NOTE-1: A network slice may contain only the control plane without the user plane


NOTE-2: HSS is also accessible by the network function(s) within the Network Slice, e.g. PCRF
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