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Foreword
This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc424654345][bookmark: _Toc428364928][bookmark: _Toc433209523][bookmark: _Toc453260051][bookmark: _Toc453260938][bookmark: _Toc453279675][bookmark: _Toc459375012][bookmark: _Toc468105242][bookmark: _Toc468110337][bookmark: _Toc155281866]
1	Scope
This document specifies the common functional architecture, procedures and information flows needed to support mission critical services including the common services core architecture. 
The corresponding service requirements are defined in 3GPP TS 22.179 [2], 3GPP TS 22.280 [3], 3GPP TS 22.281 [4] and 3GPP TS 22.282 [5].
The present document is applicable primarily to mission critical services using E-UTRAN access based on the EPC architecture defined in 3GPP TS 23.401 [17]. Certain MC service functions such as dispatch and administrative functions could also be supported via non-3GPP access networks but no additional functionality is specified to support non-3GPP access.
The common functional architecture to support mission critical services can be used for public safety applications and also for general commercial applications e.g. utility companies and railways.
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The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 22.179: "Mission Critical Push to Talk (MCPTT); Stage 1".
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[17]	3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
[18]	3GPP TS 23.468: "Group Communication System Enablers for LTE (GCSE_LTE); Stage 2".
[19]	3GPP TS 29.283: "Diameter Data Management Applications".
[20]	Void
[21]	3GPP TS 36.300: "Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Overall description; Stage 2".
[22]	IETF RFC 5245 (April 2010): "Interactive Connectivity Establishment (ICE): A Protocol for Network Address Translator (NAT) Traversal for Offer/Answer Protocols".
[23]	GSMA PRD IR.92 v10.0: "IMS Profile for Voice and SMS".
[24]	GSMA PRD IR.88 v15.0: "LTE and EPC Roaming Guidelines".
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[26]	IETF RFC 6733 (October 2012): "Diameter Base Protocol".
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For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1]. Not all definitions are used in this document.
Accuracy: Reflects the uncertainty of the location at the moment of location measurement, e.g. see 3GPP TS 25.305 [30] and 3GPP TS 23.032 [31].
Active MC service user profile: The MC service user profile that is currently used by an MC service client of an MC service user while receiving MC service. 
[bookmark: _Hlk143688851]Ad hoc Group Communication: The combining of a multiplicity of MC service users into a group for the duration of a communication. When the communication is released, the group no longer exists. If the communication is associated with an alert, then the group continues to exist until the alert is also canceled.
Ad hoc Group emergency alert: The combining of a multiplicity of MC service users into a group for sending an emergency alert. When the alert is cancelled, the group no longer exists. If the alert is associated with a communication, then the group continues to exist until the communication is also canceled.
Altitude: Third dimension for the geographical coordinates at the moment of location measurement, e.g. see 3GPP TS 25.305 [30] and 3GPP TS 23.032 [31].
Bearing: Direction at the moment of location measurement, e.g. see 3GPP TS 25.305 [30].
Chat group: An MC service group that is pre-defined with MC service group ID and member list in the group management server. Group members must join the pre-estabslihed group call to participate.
ECGI: E-UTRAN Cell Global Identifier, which is used to identify cells globally, where the ECGI is constructed from the Mobile Country Code (MCC), Mobile Network Code (MNC) and the E-UTRAN Cell Identifier (ECI).
Interconnection: A means of communication between MC systems whereby MC service users obtaining MC service from one MC system can communicate with MC service users who are obtaining MC service from one or more other MC systems.
Interconnection group: An MC service group that is configured to allow inclusion of MC service group members who are MC service users from partner MC system(s). 
LCS network: The 3GPP network that provides location service as defined in 3GPP TS 23.271 [29].
Location: The current physical location of the MC service UE. 
MBMS SAI: Multimedia Broadcast Multicast Service Area Identity which is mapped to the MBMS service area.
MC gateway server: A server providing topology hiding for MC service interconnection with a partner MC system, where that partner MC system is in a different trust domain.
MC service: A generic name for any one of the three mission critical services: either MCPTT, or MCVideo, or MCData. 
MC service affiliated group member: An MC service user who has indicated an interest in a particular MC service group and has been accepted to participate in MC service group communication for that MC service group.
MC service client: A generic name for the client application function of a specific MC service. MC service client could be replaced by MCPTT client, or MCVideo client, or MCData client depending on the context.
MC service group: A defined set of MC service users with associated communication dispositions (e.g. media restrictions, default priority and commencement directions) configured for the use with one or more MC services.
MC service group affiliation: A mechanism by which an MC service user's MC service(s) communication interest in one or more MC service groups is determined.
MC service group call: A mechanism by which an MC service user can make a one-to-many MC service(s) transmission to other users that are members of MC service group(s).
MC service group de-affiliation: A mechanism by which an MC service user's MC service(s) communication interest in one or more MC service groups is removed.
MC service group home system: The MC system where the MC service group is defined.
MC service group host MC service server: The MC service server within an MC system which provides centralised support for a particular MC service of an MC service group defined in a MC service group home system.
MC service group member: An MC service user, whose MC service ID is listed in a particular MC service group.
MC service ID: A generic name for the user ID of a mission critical user within a specific MC service. MC service ID could be replaced by MCPTT ID, or MCVideo ID, or MCData ID depending on the context.
MC service server: A generic name for the server application function of a specific MC service. MC service server could be replaced by MCPTT server, MCVideo server, or MCData server depending on the context.
MC service user: An authorized user, who can use an MC service UE to participate in one or more MC services.
MC service user profile: The set of information associated to an MC service user that allows that user to employ one or more MC services in a given role and from a given MC service UE.
MC service UE: A UE that can be used to participate in one or more MC services. 
MC service UE label: A generic name for identification of a specific MC service UE.
MC system: The collection of applications, services, and enabling capabilities required to provide a single mission critical service or multiple mission critical services to one or more mission critical organizations.
MC user: A user, identified by an MC ID, who, after authorization, obtains mission critical service(s).
Migration: A means for an MC Service user to obtain MC service directly from a partner MC system.
Partner MC system: Allied MC system that provides MC services to an MC service user based on the MC service user profiles that are defined in the primary MC system of that MC service user.
Preconfigured MC service group: an MC service group used only for regrouping that has been configured in advance of a group or user regrouping operation to serve as the source of regroup group configuration.
Pre-arranged group: An MC service group that is pre-defined with MC service group ID and member list in the group management server. Affiliated group members are invited when the group communication is setup.
Pre-selected MC service user profile: The MC service user profile that is to be selected as the active MC service user profile through configuration, and applicable for an authenticated MC service user upon MC service authorization.
Primary MC system: MC system where the MC service user profiles of an MC service user are defined.
Requested Priority: A value for use in a MC service group or MC private communication that, if accepted, is used by the MCX service server to temporarily replace the priority level that is predefined in the MC service group or MC service user profile. This value is used in combination with other factors to determine the application priority for the requested communication.
Selected MC service user profile: The MC service user profile that is to be selected as the active MC service user profile for an MC service upon request by an MC service user. 
Serving MC service server: The MC service server which is providing MC service to an MC service client. 
NOTE 1:	There is one serving MC service server for each MC service, which can be the primary MC service server of the MC service user of the MC service client, or can be a partner MC service server to which the MC service user has migrated.
Serving MC system: The MC system which is providing MC service to an MC user. 
NOTE 2:	The MC system can be the primary MC system of the MC service user, or can be a partner MC system to which the MC service user has migrated.
Speed: Movement at the moment of location measurement, e.g. see 3GPP TS 25.305 [30] and 3GPP TS 23.032 [31].
Time of measurement: Date and time expressed with a certain precision to reflect the moment of the location measurement.
For the purposes of the present document, the following terms given in 3GPP TS 22.280 [3] apply
Mission Critical
Mission Critical Applications
Mission Critical Organization
Mission Critical Service
Functional alias
For the purposes of the present document, the following terms given in 3GPP TS 22.179 [2] apply
Multi-talker control
Group-broadcast group

For the purposes of the present document, the following terms related to a MC gateway UE function apply
MC gateway UE:  A functional entity that enables simultaneous access to the MC system for multiple MC clients.
MC client: Aggregates a set of clients (i.e. Group management client, Configuration management client, Identity management client, Key management client, Location management client and MC service client).
MC server: Aggregates a set of servers (i.e. Group management server, Configuration management server, Identity management server, Key management server, Location management server and MC service server) which serves the MC client accordingly.
Non-3GPP device: A device that enables connectivity towards an MC gateway UE using an access method not specified by 3GPP. A subset of these devices can host an MC client specified by 3GPP.
MC gateway client: A client that enables the authorized binding with one or more MC GW UEs in order to be able to handle MC services (only one MC gateway UE per MC service).
MC gateway UE server: A server on an MC gateway UE that controls authorized binding with multiple MC gateway clients.
MC gateway UE function: Functional block as part of the MC service server that authorises and manages the association between MC client and MC gateway UE.
[bookmark: _Toc354565182][bookmark: _Toc428364932][bookmark: _Toc433209527][bookmark: _Toc453260055][bookmark: _Toc453260942][bookmark: _Toc453279679][bookmark: _Toc459375016][bookmark: _Toc468105246][bookmark: _Toc468110341][bookmark: _Toc424654349][bookmark: _Toc155281870]3.2	Symbols
For the purposes of the present document, the symbols given in 3GPP TS 22.280 [3] apply
Nc6

[bookmark: _Toc428364933][bookmark: _Toc433209528][bookmark: _Toc453260056][bookmark: _Toc453260943][bookmark: _Toc453279680][bookmark: _Toc459375017][bookmark: _Toc468105247][bookmark: _Toc468110342][bookmark: _Toc155281871]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
APN	Access Point Name
BM-SC	Broadcast Multicast Service Centre
CMS	Configuration Management Server
CSC	Common Services Core
CSCF	Call Server Control Function
DPF	Direct Provisioning Function
E-UTRAN	Evolved Universal Terrestrial Radio Access Network
EPC	Evolved Packet Core
EPS	Evolved Packet System
FEC	Forward Error Correction
GBR	Guaranteed Bit Rate
GCS AS	Group Communication Service Application Server
GCSE_LTE	Group Communication Service Enabler over LTE
GMS	Group Management Server
GRUU	Globally Routable User agent URI
HSS	Home Subscriber Server
HTTP	Hyper Text Transfer Protocol
I-CSCF	Interrogating CSCF
IARI	IMS Application Reference Identifier
ICE	Interactive Connectivity Establishment
ICSI	IMS Communication Service Identifier
IdMS	Identity Management Server
IM CN	IP Multimedia Core Network
IMPI	IP Multimedia Private Identity
IMPU	IP Multimedia PUblic identity
IMS	IP Multimedia Subsystem
KMS	Key Management Server
LCS	Location Services 
LMC	Location Management Client
LMS	Location Management Server
MBMS	Multimedia Broadcast and Multicast Service
MBSFN	Multimedia Broadcast multicast service Single Frequency Network
MC	Mission Critical
MC ID	Mission Critical user identity
MCPTT AS	MCPTT Application Server
MCPTT ID	MCPTT user identity
NAT	Network Address Translation
P-CSCF	Proxy CSCF
PLMN	Public Land Mobile Network
ProSe	Proximity-based Services
PSI	Public Service Identity
QoS	Quality of Service
RAN	Radio Access Network
RF	Radio Frequency
ROHC	RObust Header Compression
S-CSCF	Serving CSCF
SIP	Session Initiated Protocol
SSL	Secure Sockets Layer
TLS	Transport Layer Security
TMGI	Temporary Mobile Group Identity
UDC	User Data Convergence
UDR	User Data Repository
USB	Universal Serial Bus
URI	Uniform Resource Identifier
WLAN	Wireless Local Area Network

For the purposes of the present document, the abbreviations given in 3GPP TS 22.280 [3] apply
MCData
MCPTT
MCVideo
[bookmark: _Toc424654350][bookmark: _Toc428364934][bookmark: _Toc433209529][bookmark: _Toc453260057][bookmark: _Toc453260944][bookmark: _Toc453279681][bookmark: _Toc459375018][bookmark: _Toc468105248][bookmark: _Toc468110343][bookmark: _Toc155281872]4	Introduction
A common functional architecture to support MC services (i.e., MCPTT defined in 3GPP TS 23.379 [16], MCVideo defined in 3GPP TS 23.281 [12], MCData defined in 3GPP TS 23.282 [13]) including common application plane and signalling plane entities is specified in this document. It also deals with the functional architecture of the MC gateway UE to enable access to the MC system from MC clients residing on non-3GPP devices. A subset of these devices can host an MC client specified by 3GPP.
Each MC service supports several types of communications amongst the users (e.g. group call, private call). There are several common functions and entities (e.g. group, configuration, identity) which are used by the MC services.
The common functional architecture to support MC services utilises aspects of the IMS architecture defined in 3GPP TS 23.228 [9], the Proximity-based Services (ProSe) architecture defined in 3GPP TS 23.303 [14], the Group Communication System Enablers for LTE (GCSE_LTE) architecture defined in 3GPP TS 23.468 [18] and the PS-PS access transfer procedures defined in 3GPP TS 23.237 [10].
The MC service UE primarily obtains access to a MC service via E-UTRAN, using the EPS architecture defined in 3GPP TS 23.401 [17]. Certain MC service functions such as dispatch and administrative functions can be supported using either MC service UEs in E-UTRAN or using MC service UEs via non-3GPP access networks. External applications usage of MC services can be enabled via E-UTRAN or non-3GPP access networks.
NOTE:	Dispatch consoles and devices used by MC service administrators are considered MC service UEs in the common functional architecture to support MC services.
[bookmark: _Toc424654351][bookmark: _Toc428364935][bookmark: _Toc433209530][bookmark: _Toc453260058][bookmark: _Toc453260945][bookmark: _Toc453279682][bookmark: _Toc459375019][bookmark: _Toc468105249][bookmark: _Toc468110344][bookmark: _Toc155281873]5	Assumptions and architectural requirements
[bookmark: _Toc424654352][bookmark: _Toc428364936][bookmark: _Toc433209531][bookmark: _Toc453260059][bookmark: _Toc453260946][bookmark: _Toc453279683][bookmark: _Toc459375020][bookmark: _Toc468105250][bookmark: _Toc468110345][bookmark: _Toc155281874]5.1	Assumptions
[bookmark: _Toc424654353][bookmark: _Toc428364937][bookmark: _Toc433209532][bookmark: _Toc453260060][bookmark: _Toc453260947][bookmark: _Toc453279684][bookmark: _Toc459375021][bookmark: _Toc468105251][bookmark: _Toc468110346][bookmark: _Toc155281875]5.1.1	Service continuity
Service continuity shall be supported between on-network MC services and UE-to-network relay MC services. The following 3GPP TS 23.237 [9] procedures are needed: 
-	Originating sessions that use only PS media flow(s) as defined in subclause 6.2.1.3.
-	Terminations sessions that use only PS media flow(s) as defined in subclause 6.2.2.3.
-	Remote Leg Update as defined in subclause 6.3.1.5.
-	PS-PS Access Transfer with full media transfer as defined in subclause 6.2.2.1.
The MC service UE, prior to going out of E-UTRAN coverage, should attempt to make use of a ProSe UE-to-network relay to support service continuity. 
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For an MC system, the trust domain consists of one or more MC service functions that are administered by the same or different service providers (e.g. MC service provider, PLMN operator) that have an agreement to share sensitive information.
For the MC system architecture, the following rules are implied for functions in different trust domains:
-	A public user identity shall not identify an MC service user in a different trust domain (see subclause 8.3.1);
-	A public service identity shall not identify an MC service group ID in a different trust domain (see subclause 8.3.2);
-	A SIP database shall not pass responses to a registrar or registrar finder in a different trust domain (see subclause 7.4.3.2.1); and
-	An HTTP proxy shall not pass requests or responses to another HTTP proxy, an HTTP server or an HTTP client in a different trust domain (see subclause 7.4.3.3.2).
[bookmark: _Toc453260062][bookmark: _Toc453260949][bookmark: _Toc453279686][bookmark: _Toc459375023][bookmark: _Toc468105253][bookmark: _Toc468110348][bookmark: _Toc155281877]5.2	Architectural requirements
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General MC service architectural requirements include:
a)	To develop economies of scale, it will be useful if PLMN operators can reuse the MC service architecture for non-public safety customers that require similar functionality. These PLMN operators may want to integrate many components of the MC service solution with their existing network architecture.
	Hence a functional decomposition of MC service architecture into distinct logical functions is required.
b)	The MC service architecture should enable an application plane and signalling control plane split for the provisioning of the MC service.
c)	To enable parts of the MC service architecture to be shared for other applications, the architecture should enable the group management functions (e.g. admission control; linking of groups;) to be implemented on a separate node from the main application functions of the MC service (e.g. "call" setup/termination; allocation of TMGI to UE; floor control;).
d)	There is a need to promptly form (and release) groups of users that span multiple public safety network administrations. To enable this, the MC service architecture should provide the relevant interfaces between public safety networks.
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The MC applications can provide MC services to users in various PLMNs. An MC service UE may connect to PLMNs using EPC-level roaming, IMS-level roaming or local subscription.
For EPC-level roaming, in order to prioritize for network selection PLMNs that allow migration to partner MC systems, the MC service UE's User Preferred PLMN Selector list (see 3GPP TS 22.011 [28]) may be configured with a list of PLMNs that can be used to migrate to one or more partner MC systems (see subclause 5.2.9.2).
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To support the requirement that a public safety ProSe UE-to-network relay shall be able to restrict the relayed group communication on a per group basis, the MC service should be able to provide a means for an MC service administrator to configure a ProSe UE-to-network relay with a list of allowed MC service groups. For each allowed MC service group, a unique associated relay service code should be allocated and it may be provided to the relay UE from MC service server or DPF.
NOTE:	According to the PLMN operator's configuration, one relay service code can map to one or multiple MC service group(s).
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The MC service user profile shall: 
-	be provisioned subject to the user authentication by the identity management server;
-	be available at configuration management server;
-	be available at MC service servers with the corresponding user profile information;
-	be associated with an MC service user; and
-	contain an index to uniquely distinguish the MC service user profile from other MC service user profiles associated to the same MC service user.
For the set of MC service user profiles associated to a single MC service user, one of the MC service user profiles shall be indicated as the pre-selected MC service user profile to the MC service client and the MC service server.
The MC service user shall be able to:
-	change the pre-selected MC service user profile; and
-	change the selected MC service user profile.
[bookmark: _Toc424654363][bookmark: _Toc428364949][bookmark: _Toc433209549]The MC service user profile may be modified at the configuration management server.
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The MC system shall support affiliation and de-affiliation to an MC service group for one or more MC services. For affiliation and de-affiliation, the MC service client shall indicate interest in one or more MC services for the MC service group. For a single MC service group configured for multiple MC services, the affiliation and de-affiliation shall be performed as per the MC service selected by the MC service user. For individual MC service group affiliation and MCservice group de-affiliation, the requirements are specified in the corresponding MC service TS.
NOTE 1:	A combined affiliation to multiple MC services for a single MC service group is not specified in the current document.
MC service group affiliation can be achieved through the following two methods:
a)	Explicit affiliation: An MC service client indicates interest in one or many MC service groups to the MC service server. This interest may be initiated either by an MC service user using the MC service UE, or by an automatic procedure within the MC service client that indicates that the MC service user is interested in the MC service group at that MC service client. An authorized MC service user may remotely modify another MC service user's affiliation to an MC service group.
b)	Implicit affiliation: An MC service user's affiliations to MC service groups are determined through configurations and policies within the MC service and performed by the associated MC service server.
NOTE 2:	MC service group affiliation is not the same as MC service group membership; however, an MC service user is a member of an MC service group prior to becoming an affiliated member of that MC service group.
The MC service server may refuse a request for affiliation from an MC service user to an MC service group, in which case the MC service user will be unable to take part in the requested MC service associated with that MC service group, and the MC service client should make the MC service user aware that the MC service user is not affiliated to the MC service group for the requested MC service. The MC service server may also de-affiliate an MC service client from an MC service group following a relevant trigger condition.
MC service group de-affiliation indicates that the MC service user is no longer interested in that MC service group, either at the MC service client, or across all MC service clients depending on MC service group configuration, and therefore is unable to perform any actions that are associated with an affiliated member (e.g. receive media, notifications). MC service group de‑affiliation can occur due to either an MC service client's explicit request, or implicitly i.e. changed by the MC service server as the result of another action e.g. the MC service user logging off. When the MC service user is logged off from the MC service, all affiliations shall be revoked in the MC service server even if no explicit de-affiliation signalling is sent.
Editor's note:	The interaction of logoff and de-affiliation when moving to off network case is FFS.
Editor's note:	The MC service server may track logoff state independent of affiliation and is FFS.
NOTE 3:	When the MC service user next performs successful service authorization, re-affiliation occurs in the MC service server without explicit affiliation signalling for all MC service groups that are configured for implicit affiliation after service authorization.
NOTE 4:	The MC service client may also store MC service groups to which the MC service user was affiliated prior to that user logging off, and may re-affiliate through an explicit affiliation to these groups following the next service authorization. Such a function is outside the scope of the present document.
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Point to multipoint broadcast offered by the LTE MBMS technology is well suited to group communications, which form a major part of the public safety related communications. The MC service on-network architecture, is based in part on 3GPP TS 23.468 [18] with the MC service server assuming the function of the GCS AS and can be represented (in a simplified diagram) as shown in figure 5.2.6-1:


Figure 5.2.6-1: MC service on-network architecture showing MBMS
The MC service server is shown being bundled with the GCS AS within the same network entity. It is illustrated this way for simplicity of the diagram.
MC service media content is transmitted via LTE bearers, which are communication pipes with one end in the MC service server and the other end in the MC service UE. The uplink bearers are always allocated as unicast, but the downlink bearers can be allocated as unicast or as MBMS bearers, or both.
An MBMS bearer (both network and radio part) is uniquely identified via a TMGI or via a combination of a TMGI and a flow identifier (see 3GPP TS 23.246 [11]). The MC service server is capable, via the MB2 interface, to request the creation of MBMS bearers and associate a unique TMGI or a combination of a TMGI and a flow identifier (see 3GPP TS 23.468 [18]). The MC service server may determine the MBMS broadcast area based on the cell identities of the affiliated group members received over GC1. The MC service server may determine for a user the switching from MBMS bearer to unicast bearer based on the information reported over GC1.
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[bookmark: _Toc460615913][bookmark: _Toc460616774][bookmark: _Toc460662163][bookmark: _Toc468105261][bookmark: _Toc468110356][bookmark: _Toc155281885]5.2.7.0	General
The MC service UE shall use the following APNs:
-	an MC services APN for the SIP-1 reference point;
-	an MC common core services APN for the HTTP-1 reference point; and 
-	an MC identity management service APN for the CSC-1 reference point.
The value of each of these APNs:
-	may be the same or may differ;
-	may be the same as other non-MC services that have compatible QoS and PDN (see NOTE); and 
-	shall be made available to the UE either via UE (pre)configuration or via initial UE configuration (see subclause 10.1.1) on a per HPLMN and optionally also a per VPLMN basis.
NOTE:	The APN value of "IMS" is a well-known APN, whose PDN connection characteristics are defined in GSMA PRD IR.92 [23] and GSMA PRD IR.88 [24], and which is used in some deployments for operator IMS‑based services e.g. Voice over LTE. This well-known APN can be used for the MC service APN if the SIP core belongs to the PLMN operator and both the PLMN operator and MC service provider have agreed which QoS aspects to utilise i.e. either the QoS aspects defined in subclause 5.2.7.2 or the QoS aspects defined in GSMA PRD IR.92 [23] and GSMA PRD IR.88 [24].
The MC service UE may utilise PDN access credentials as specified in 3GPP TS 23.401 [17] (e.g. PAP, CHAP) to access the PDNs identified by the MC service APN, the MC common core services APN and the MC identity management service APN. If PDN access credentials are required, then they shall be made available to the MC service UE via initial MC service UE configuration (see subclause 10.1.1) on a per APN basis.
The PDN connection to the APNs defined within the present subclause can be of type "IPv4", "IPv6" or "IPv4v6" (see 3GPP TS 23.401 [17]). If a PDN connection to an APN defined within the present subclause is of type "IPv4v6" then the MC service client shall use configuration data to determine whether to use IPv4 or IPv6.
[bookmark: _Toc155281886]5.2.7.1	MBMS bearer management
When operating in systems that support MBMS functionality, the MC service can provide downlink MBMS delivery of MC service media.
When operating in systems that support MBMS functionality, the MC service can provide downlink MBMS delivery of application level control messages targeted towards multiple MC clients at the same time (e.g. floor idle and floor taken for MCPTT services).
MC service UEs can receive the traffic delivered via MBMS, regardless of whether or not they have any unicast radio bearers available.
When switching between different downlink bearers, the MC service UE shall preserve the reception context in order to eliminate or reduce to a minimum any interruption of service.
The MC service shall enable an MC service UE in an ongoing MC service group session that has just entered an area of media delivery via MBMS bearers to immediately start receiving the media for that MC service group session via MBMS.
The MC service server shall not map MC service group sessions to MBMS bearers that cannot provide the QoS required by the group.
An MC service UE that uses MBSFN transmission should be able to support eight MBSFN areas simultaneously on the same RF carrier.
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If the PDN connection established during the initial attach by the MC service UE is to an APN other than the MC services APN, then prior to user authentication, the MC service UE shall establish another PDN connection to the MC services APN. PDN connection establishment can also be caused by a SIP registration request for one or more MC services.
The MC gateway UE establishes a PDN connection to the MC service APN and utilizes this connection for MC service clients host on non-3GPP devices behind it.
The QCI value of 69 (as specified in 3GPP TS 23.203 [8]) shall be used for the EPS bearer that transports SIP-1 reference point messaging.
[bookmark: _Toc460615911][bookmark: _Toc460616772][bookmark: _Toc468884369]5.2.7.2.2	Considerations for the EPS bearer to the MC common core services PDN and MC identity management service PDN
The QCI value 8 (as specified in 3GPP TS 23.203 [8]) or better shall be used for the EPS bearer that transports HTTP-1 reference point messaging. If QCI value 8 is not used for HTTP-1 transport, then caution should be used that a higher priority bearer (that is used for signalling or media) is not compromised by combining HTTP-1 traffic on this bearer.
[bookmark: _Toc468105262][bookmark: _Toc468110357][bookmark: _Toc155281888]5.2.8	External applications access to services in a MC system
The MC system shall allow external applications to gain secure access to MC services by supporting authentication and authorization of external applications.
Editor's note:	External applications reside outside a MC system and can access a MC system using IP connectivity. 
Editor's note:	How to enable the external application access to services in an MC system is FFS.
Editor's note:	The definition for services and capabilities discovery is FFS.
[bookmark: _Toc493255466][bookmark: _Toc155281889]5.2.9	Migration
[bookmark: _Toc155281890]5.2.9.1	General
Migration provides means for the MC service user to obtain MC services from a partner MC system. As the MC service client receives one or multiple user profiles for the MC service user from its primary MC system (as described in clause 10.1.4.3). Each user profile contains a list of partner MC systems that the user is permitted to migrate to, along with necessary access information to facilitate service authentication, hence, facilitate migration to the partner MC system. 
MC service interconnection needs to be provided between MC systems that wish to provide migration of their MC service users.
Migration of MC service users between any two MC systems can be on a bilateral or unilateral basis.
NOTE:	Whether migration is bilateral or unilateral between any two MC systems is left to business agreements between the two MC service providers, and is outside the scope of the present document.
Migration may be triggered by the primary MC system or may be requested by the MC service client due to its geographical changes. 
Upon a successful service authorization for migration, i.e., once the MC service user is authorized to migrate to a partner MC system, its primary MC system marks the user as migrated, is informed of the target partner MC system, and records the corresponding MC service ID of the migrated user provided by the partner MC system. Further details are described in clause 10.6.3.
The functional alias of a migrated MC service user at a partner MC system, which is defined in the partner MC system, can be utilized as a target address in private communication as described in clause 10.16.3.
During migration of an MC service user to a partner MC system, media of the MC service user's calls may need to be routed to the MC service user's primary MC system e.g. for logging purposes.
[bookmark: _Toc155281891]5.2.9.2	PLMN utilisation
Migrated MC service users should utilize the PLMN used by the partner MC system to access MC services in the partner MC system, however, utilizing the PLMN used by the primary MC system is not precluded.
NOTE 1:	The above recommendation ensures the security policy of the partner MC system is not compromised, the expected QCIs are used on the RAN, and ensures service‑level delay requirements are consistently met (which are especially at risk when the HPLMN of the primary MC system and HPLMN of the partner MC system are far apart from a geographical point of view).
NOTE 2:	Whether the PLMN used by the partner MC systems or the PLMN used by the primary MC system is used to access MC services in partner MC systems is left to business agreements between MC service providers and is outside the scope of the present document.
MC service users enabled for migration shall be provisioned with configuration that specifies which PLMNs may be used to migrate to other MC systems.
If the PLMN used by a partner MC system is different from the PLMN used by the primary MC system (i.e. migrating MC service user starts using the PLMN used by the partner MC system), then:
-	EPC‑level roaming (see subclause 5.2.2) is needed between the PLMN used by the primary MC system and PLMN used by the partner MC system; and
-	the PLMN used by the partner MC system needs to enable local break-out for the APNs specified in subclause 5.2.7 that identify the PDNs of the partner MC system; and
-	the EPS subscriptions of the PLMN used by the primary MC system utilized by the MC service users who are allowed to migrate to the partner MC system need to be provisioned with, and local break-out enabled for, the APNs specified in subclause 5.2.7 that identify the PDNs of the partner MC system.
If the PLMN used by the partner MC system and the PLMN used by the primary MC system are the same (i.e. migrating MC service user continues to use the PLMN used by the primary MC system), then:
-	the EPS subscriptions of the PLMN used by the primary MC system utilized by the MC service users who are allowed to migrate to the partner MC system need to be provisioned with the APNs specified in subclause 5.2.7 that identify the PDNs of the partner MC system.
NOTE 3:	Provisioning of APNs in all of the above includes provisioning of any needed access credentials e.g. PAP, CHAP.
[bookmark: _Toc155281892]5.2.9.3	SIP core / IMS utilisation
Migrated MC service users should utilise the SIP core / IMS of the partner MC system.
NOTE 1:	The above recommendation ensures the security policy of the partner MC system is not compromised and ensures service‑level delay requirements are consistently met (which are especially at risk when the SIP core / IMS of the primary MC system and the SIP core / IMS of the partner MC system are far apart from a geographical point of view).
Where connectivity and security policies allow, the same SIP core / IMS can be utilised to connect to the primary MC system and one or more partner MC systems.
NOTE 2:	Whether the same SIP core / IMS can be utilised to connect to the primary MC system and a partner MC system is left to business agreements between MC service providers, and is outside the scope of the present document.
For each partner MC system, MC service UEs of MC service users enabled for migration shall be provisioned with:
-	configuration that controls whether the MC service UE shall connect to the SIP core / IMS of the primary MC system or a different SIP core / IMS (i.e. SIP core / IMS of the partner MC system); and
-	where a different SIP core / IMS to the primary MC system's SIP core / IMS is to be connected to then the MC service UE shall also be configured with:
-	configuration required for the MC service UE to access the SIP core / IMS; and
-	credentials required for the MC service UE to register with the SIP core / IMS.
Editor's note: It is FFS how the MC service UE connects to the SIP core / IMS of the partner MC system to access MC services in the partner MC system.
[bookmark: _Toc460615892][bookmark: _Toc460616753][bookmark: _Toc477419204][bookmark: _Toc155281893]5.2.10	Interconnection
[bookmark: _Toc155281894]5.2.10.1	General
MC service interconnection allows a first set of MC service users who are receiving MC service from a first MC system to take part in communications with a second set of MC service users, where this second set of MC service users are receiving MC service from a second MC system, and where the second MC system is in a different trust domain to the first MC system.
NOTE:	Assumptions for trust domains are described in subclause 5.1.2 of the present document.
[bookmark: _Toc155281895]5.2.10.2	Connectivity
The MC service clients of the MC service users receiving MC service(s) from a first MC system and using MC service interconnection to take part in communication with MC service users in a second MC system require connectivity to only the identity management server in the second MC system.
IP connectivity is required between MC systems wishing to interconnect. The IP connectivity is used to carry the signalling and application plane protocols needed to provide MC service.
NOTE 1:	The IP connectivity between interconnecting MC systems needs to provide appropriate performance (e.g. low packet latency) in order to meet MC service user performance requirements for the MC service.
NOTE 2:	If IP connectivity between interconnecting MC systems is carried outside the trust domain of both MC systems, then there will need to be appropriate security measures applied. Such security measures are outside the scope of the present document.
[bookmark: _Toc155281896]5.2.10.3	Migration
Interconnection may be used by a migrated MC service user who is receiving service from a partner MC system to take part in communication with MC service users in the primary MC system of that migrated MC service user.
[bookmark: _Toc155281897]5.2.10.4	Private calls
Where private calls take place using interconnection between MC service users who are receiving MC service in different MC systems, the MC system providing MC service to the calling MC service user will provide the controlling function for the private call.
[bookmark: _Toc155281898]5.2.10.5	Group calls
Where MC service users in a partner MC system of the group home MC system of an MC service group take part in group calls in that group, the group home MC system of the MC service group will provide the controlling function for the group call.
[bookmark: _Toc155281899]5.2.10.6	Group configuration
A partner MC system may apply local configuration to an MC service group configuration received from the primary MC system (i.e. the group home MC system).
[bookmark: _Toc155281900]5.2.10.7	MC system topology hiding
If an MC system requires internal network topology hiding, then this shall be achieved in the MC system by use of the following:
-	proxies for signalling plane functions; and
-	gateway MC service servers for application plane functions.
[bookmark: _Toc155281901]5.2.11	Use of priorities
[bookmark: _Toc155281902]5.2.11.1	Requested priority
The MC system may allow the MC service client to request the priority of a communication by selecting the corresponding priority level. The MC service server can enforce the selected priority level in determining the application priority for resource allocation during communication establishment.
The use of the requested priority may vary depending on MC service provider's policy.
[bookmark: _Toc468105263][bookmark: _Toc468110358][bookmark: _Toc155281903]6	Involved business relationships
Based on the information in subclause 5.2.1 and subclause 5.2.2, figure 6-1 shows the business relationships that exist and that are needed to support a single MC service user. 


Figure 6-1: Business relationships for MC services
The MC service user belongs to a single mission critical organization based on a MC service user agreement between the MC service user and the mission critical organization. The MC service user can have MC service user agreement and MC service arrangement directly with a single MC service provider.
The mission critical organization and the MC service provider can be part of the same organization, in which case the business relationship between the two is internal to a single organization. The mission critical organization can have MC service arrangements with several MC service providers. In this case, a MC service user of a mission critical organization is always served by only one MC service provider. The MC service provider can have MC service arrangements with several mission critical organizations. The MC service provider can have MC service user agreements and MC service arrangements with several MC service users.
The MC service provider and the home PLMN operator can be part of the same organization, in which case the business relationship between the two is internal to a single organization.
The home PLMN operator can have PLMN operator service arrangements with multiple MC service providers and the MC service provider can have PLMN operator service arrangements with multiple home PLMN operators. As part of the PLMN operator service arrangement between the MC service provider and the home PLMN operator, PLMN subscription arrangements can be provided which allows the MC service UEs to register with home PLMN operator network.
The home PLMN operator can have PLMN roaming agreements with multiple visited PLMN operators and the visited PLMN operator can have PLMN roaming agreements with multiple home PLMN operators.
Where mutual aid operates between MC service providers, figure 6-2 shows the required additional relationship. An MC service user can only affiliate to groups of the partner MC service provider:
-	if such a service provider agreement exists; or
-	subject to authorisation for a specific group membership from the partner MC service provider.


Figure 6-2: Additional business relationships for mutual aid
The primary and partner MC service providers do not need to be served by the same home SIP core operator in order to support mutual communication and mutual aid when interconnection between the SIP cores is available.
An example of the usage of these business relationships is elaborated for two users, one resident on its primary MC service provider and one providing mutual aid within the same group:
User A is a user on MC service provider X in group M. The relationships are as follows:
a)	user A has user configuration established with MC service provider X and forms part of group M;
b)	user A uses a PLMN subscription arrangement with PLMN operator R provided by MC service provider X; and
c)	MC service provider X has a PLMN operator service arrangement with PLMN operator R.
User B is a user on MC service provider Y and joins group M as part of a mutual aid:
a)	user B has user configuration established with MC service provider Y and forms part of its own set of groups relating to MC service provider Y;
b)	user B uses a PLMN subscription arrangement with PLMN operator S provided by MC service provider Y;
c)	MC service provider Y has a PLMN operator service arrangement with PLMN operator S;
d)	MC service provider Y has a service provider agreement with MC service provider X that allows user B to participate within group M; and
e)	PLMN operator S has a PLMN roaming agreement with PLMN operator R allowing user B to roam to PLMN operator R.
NOTE:	There is no requirement that the PLMN operator that user B roams to is the same PLMN operator that MC service provider X has a service arrangement with. It does however need to support one or more MC services capabilities, and provides service in the same geographic area as used by MC service provider X.
[bookmark: _Toc424654364][bookmark: _Toc428364950][bookmark: _Toc433209550][bookmark: _Toc453260068][bookmark: _Toc453260955][bookmark: _Toc453279692][bookmark: _Toc459375030][bookmark: _Toc468105264][bookmark: _Toc468110359][bookmark: _Toc155281904]7	Functional model
[bookmark: _Toc424654365][bookmark: _Toc428364951][bookmark: _Toc433209551][bookmark: _Toc453260069][bookmark: _Toc453260956][bookmark: _Toc453279693][bookmark: _Toc459375031][bookmark: _Toc468105265][bookmark: _Toc468110360][bookmark: _Toc155281905]7.1	General
The functional model for the MC services architecture is defined as a series of planes to allow for the breakdown of the architectural description.
Further, each plane is expected to operate in an independent manner, providing services to the connected planes as and when requested by the connected plane, and requesting services from other planes as required.
As a consequence of this each plane should manage on its own behalf:
a)	use of identities. Each plane is therefore responsible for the privacy of that plane's own identities; and
b)	security for that plane. This does not preclude a plane requesting security services from another plane, but that is a decision made within the plane, as to whether to use offered security services or mechanisms within the plane itself.
NOTE:	Terminology such as client and server are not meant to imply specific physical implementation of a functional entity.
[bookmark: _Toc424654366][bookmark: _Toc428364952][bookmark: _Toc433209552][bookmark: _Toc453260070][bookmark: _Toc453260957][bookmark: _Toc453279694][bookmark: _Toc459375032][bookmark: _Toc468105266][bookmark: _Toc468110361][bookmark: _Toc155281906]7.2	Description of the planes
The following planes are identified:
a)	application plane: The application plane provides all of the services (e.g. call control, floor control, video control, data control) required by the user together with the necessary functions to support MC service. It uses the services of the signalling control plane to support those requirements. For example, within the MCPTT service, the application plane also provides for the conferencing of media, and provision of tones and announcements; and
b)	signalling control plane: The signalling control plane provides the necessary signalling support to establish the association of users involved in an MC service, such as an MCPTT call or other type of MC services. The signalling control plane also offers access to and control of services across MC services. The signalling control plane uses the services of the bearer plane.
Bearers supporting these planes are defined for LTE within 3GPP TS 23.401 [17]. The resource control that is needed to support these planes is defined within 3GPP TS 23.203 [8]. The application plane also relies on the use of multicast bearers established via procedures defined in 3GPP TS 23. 468 [18] and 3GPP TS 23.246 [11].
[bookmark: _Toc424654367][bookmark: _Toc428364953][bookmark: _Toc433209553][bookmark: _Toc453260071][bookmark: _Toc453260958][bookmark: _Toc453279695][bookmark: _Toc459375033][bookmark: _Toc468105267][bookmark: _Toc468110362][bookmark: _Toc155281907]7.3	Functional model description
[bookmark: _Toc428364954][bookmark: _Toc433209554][bookmark: _Toc453260072][bookmark: _Toc453260959][bookmark: _Toc453279696][bookmark: _Toc459375034][bookmark: _Toc468105268][bookmark: _Toc468110363][bookmark: _Toc155281908]7.3.1	On-network functional model
Each MC service can be represented by an application plane functional model. The functional model across MC services may be similar but is described by the individual functional entities and reference points that belong to that MC service. Within the application plane for an MC service there is a common set of functions and reference points. The common set is shared across services. This common set of functions and reference points is known as the common services core.
Figure 7.3.1-1 shows the functional model for the application plane for an MC system.


Figure 7.3.1-1: Functional model for application plane for an MC system
The common services core functions and reference points shown in figure 7.3.1-1 are shared across each MC service. The description of the functions and reference points specific to an MC service is contained in the corresponding MC service TS.
In the model shown in figure 7.3.1-1, the following apply:
-	A specific MC service server is an instantiation of a GCS AS in accordance with 3GPP TS 23.468 [18]. 
-	The functional alias management client is an integrated functional entity of the configuration management client. The functional alias management client is described in subclause 7.4.2.2.12.
-	The functional alias management server is an integrated functional entity of the configuration management server. The functional alias management server is described in subclause 7.4.2.2.13.
Figure 7.3.1-2 shows the functional model for the signalling control plane.


Figure 7.3.1-2: Functional model for signalling control plane
[bookmark: _Toc428364955][bookmark: _Toc424654368]Figure 7.3.1-3 shows the relationships between the reference points of the application plane of an MC service server and the signalling plane.


Figure 7.3.1-3: Relationships between reference points of MC service application plane and signalling control planes
NOTE 1:	Application plane reference point CSC-7 makes use of SIP-2 reference point when the group management servers are connected by a single SIP core. Where they are joined by more than one SIP core, CSC-7 also makes use of the SIP-3 reference point.
NOTE 2:	For simplicity, the HTTP proxy, which provides the interconnection between HTTP-1, HTTP-2 and HTTP-3 reference points, is not shown in figure 7.3.1-3. 
NOTE 3:	CSC-5, CSC-9, and CSC-15 make use of SIP-1 and SIP-2 reference points. For simplicity, this mapping relationship is not shown in figure 7.3.1-3.
[bookmark: _Toc433209555][bookmark: _Toc453260073][bookmark: _Toc453260960][bookmark: _Toc453279697][bookmark: _Toc459375035][bookmark: _Toc468105269][bookmark: _Toc468110364][bookmark: _Toc155281909]7.3.2	Off-network functional model
Figure 7.3.2-1 shows the functional model for off-network operation.


Figure 7.3.2-1: Functional model for MC service off-network operation
For a specific MC service, the description of off-network operation is contained in the corresponding MC service TS.
[bookmark: _Toc428364956][bookmark: _Toc433209556][bookmark: _Toc453260074][bookmark: _Toc453260961][bookmark: _Toc453279698][bookmark: _Toc459375036][bookmark: _Toc468105270][bookmark: _Toc468110365][bookmark: _Toc155281910]7.4	Functional entities description
[bookmark: _Toc424654369][bookmark: _Toc428364957][bookmark: _Toc433209557][bookmark: _Toc453260075][bookmark: _Toc453260962][bookmark: _Toc453279699][bookmark: _Toc459375037][bookmark: _Toc468105271][bookmark: _Toc468110366][bookmark: _Toc155281911]7.4.1	General
Each subclause is a description of a functional entity and does not imply a physical entity. 
[bookmark: _Toc424654370][bookmark: _Toc428364958][bookmark: _Toc433209558][bookmark: _Toc453260076][bookmark: _Toc453260963][bookmark: _Toc453279700][bookmark: _Toc459375038][bookmark: _Toc468105272][bookmark: _Toc468110367][bookmark: _Toc155281912]7.4.2	Application plane
[bookmark: _Toc428364959][bookmark: _Toc433209559][bookmark: _Toc453260077][bookmark: _Toc453260964][bookmark: _Toc453279701][bookmark: _Toc459375039][bookmark: _Toc468105273][bookmark: _Toc468110368][bookmark: _Toc424654371][bookmark: _Toc155281913]7.4.2.1	General
Entities within the application plane of an MC system provide application control and media specific functions to support one or more MC services.
For each MC service, the functional entities description is contained in the corresponding MC service TS. 
[bookmark: _Toc428364960][bookmark: _Toc433209560][bookmark: _Toc453260078][bookmark: _Toc453260965][bookmark: _Toc453279702][bookmark: _Toc459375040][bookmark: _Toc468105274][bookmark: _Toc468110369][bookmark: _Toc155281914]7.4.2.2	Common services core
[bookmark: _Toc424654372][bookmark: _Toc428364961][bookmark: _Toc433209561][bookmark: _Toc453260079][bookmark: _Toc453260966][bookmark: _Toc453279703][bookmark: _Toc459375041][bookmark: _Toc468105275][bookmark: _Toc468110370][bookmark: _Toc155281915]7.4.2.2.1	Configuration management client
[bookmark: _Toc424654373]The configuration management client functional entity acts as the application user agent for configuration related transactions. The configuration management client interacts with the configuration management server and provides and receives configuration data.
[bookmark: _Toc428364962]The configuration management client functional entity is supported by the signalling user agent and HTTP client functional entities of the signalling control plane. 
[bookmark: _Hlk494689254]The configuration management client provides the functional alias management client functionality as described in subclause 7.4.2.2.12.
[bookmark: _Toc433209562][bookmark: _Toc453260080][bookmark: _Toc453260967][bookmark: _Toc453279704][bookmark: _Toc459375042][bookmark: _Toc468105276][bookmark: _Toc468110371][bookmark: _Toc155281916]7.4.2.2.2	Configuration management server (CMS)
The configuration management server is a functional entity used to configure one or more MC service applications with non-group management MC service related information and configure data on the configuration management client. The configuration management server manages MC service configuration supported within the MC service provider.
The configuration management server functional entity is supported by the SIP AS and HTTP server functional entities of the signalling control plane. 
The configuration management server provides the functional alias management server functionality as described in subclause 7.4.2.2.13.
[bookmark: _Toc424654374][bookmark: _Toc428364963][bookmark: _Toc433209563][bookmark: _Toc453260081][bookmark: _Toc453260968][bookmark: _Toc453279705][bookmark: _Toc459375043][bookmark: _Toc468105277][bookmark: _Toc468110372][bookmark: _Toc155281917]7.4.2.2.3	Group management client
[bookmark: _Toc424654375]The group management client functional entity acts as the application user agent for management of groups. A MC system maintains groups corresponding to one or more mission critical organizations. The group management client interacts with the group management server.
The group management client functional entity is supported by the signalling user agent and HTTP client functional entities of the signalling control plane.
[bookmark: _Toc428364964][bookmark: _Toc433209564][bookmark: _Toc453260082][bookmark: _Toc453260969][bookmark: _Toc453279706][bookmark: _Toc459375044][bookmark: _Toc468105278][bookmark: _Toc468110373][bookmark: _Toc155281918]7.4.2.2.4	Group management server (GMS)
The group management server functional entity provides for management of groups supported within the MC service provider.
The group management server functional entity is supported by the SIP AS and HTTP server functional entities of the signalling control plane.
All the group management clients supporting users belonging to a single group are required to use the same group management server for that group. A group management client supporting a user involved in multiple groups can have relationships with multiple group management servers.
The group management server manages media policy information for use by the UE for media processing.
[bookmark: _Toc424654376]The group management server manages group call policy information for use by the UE for both on-network and off-network group call control.
[bookmark: _Toc453260083][bookmark: _Toc453260970][bookmark: _Toc453279707][bookmark: _Toc459375045][bookmark: _Toc468105279][bookmark: _Toc468110374][bookmark: _Toc428364965][bookmark: _Toc433209565][bookmark: _Toc155281919]7.4.2.2.5	Identity management client
This functional entity acts as the application user agent for MC ID transactions. It interacts with the identity management server.
[bookmark: _Toc453260084][bookmark: _Toc453260971][bookmark: _Toc453279708][bookmark: _Toc459375046][bookmark: _Toc468105280][bookmark: _Toc468110375][bookmark: _Toc155281920]7.4.2.2.6	Identity management server (IdMS)
The identity management server is a functional entity that is capable of authenticating the MC ID. It contains the knowledge and means to do authentication by verifying the credentials supplied by the user.
The identity management server functional entity may reside in the same domain as the user's MC system.
[bookmark: _Toc453260085][bookmark: _Toc453260972][bookmark: _Toc453279709][bookmark: _Toc459375047][bookmark: _Toc468105281][bookmark: _Toc468110376][bookmark: _Toc424654378][bookmark: _Toc428364967][bookmark: _Toc433209567][bookmark: _Toc155281921]7.4.2.2.7	Key management client
This functional entity acts as the application user agent for key management functions. It interacts with the key management server.
The functionality of the key management client is specified in 3GPP TS 33.180 [25].
[bookmark: _Toc453260086][bookmark: _Toc453260973][bookmark: _Toc453279710][bookmark: _Toc459375048][bookmark: _Toc468105282][bookmark: _Toc468110377][bookmark: _Toc155281922]7.4.2.2.8	Key management server (KMS)
The key management server is a functional entity that stores and provides security related information (e.g. encryption keys) to the key management client, group management server and MC service server(s) to achieve the security goals of confidentiality and integrity of media and signalling.
The functionality of the key management server is specified in 3GPP TS 33.180 [25].
[bookmark: _Toc468105283][bookmark: _Toc468110378][bookmark: _Toc453260087][bookmark: _Toc453260974][bookmark: _Toc453279711][bookmark: _Toc459375049][bookmark: _Toc155281923]7.4.2.2.9	Location management client
This functional entity acts as the application user agent for location management functions. It interacts with the location management server.
[bookmark: _Toc468105284][bookmark: _Toc468110379][bookmark: _Toc155281924]7.4.2.2.10	Location management server (LMS)
The location management server is a functional entity that receives and stores user location information, and provides user location information to the MC service server. The location management server may also acquire location information provided by PLMN operator (e.g. LCS network).
NOTE:	The reference point and procedures to acquire location information from the PLMN operator are out of scope of the present document.
[bookmark: _Toc468105285][bookmark: _Toc468110380][bookmark: _Toc155281925]7.4.2.2.11	Migration management server
The migration management server is used in migration from the SIP core of the primary MC system to the SIP core of the partner MC system. In the SIP core of the primary MC system, the migration management server provides configured SIP identities to be used by a particular MC service UE in order to migrate to one or more SIP cores belonging to partner MC systems. In the SIP core of a partner MC system, the migration management server provides a point of authority for binding SIP identities of the SIP core of partner MC system and SIP identities of the SIP core for primary MC system.
The migration management server is used during configuration of an MC service UE for MC service user migration (see subclause 10.1.6.1), and during SIP registration of an MC service UE's SIP user agent when migrating to the SIP core of a partner MC system (see subclause 10.6.2).
A single set or multiple sets of SIP identities of the SIP core of the primary MC system for an MC service UE that is enabled for migration shall be configured in the primary MC system's migration management server.
NOTE 1:	Different sets of SIP identities of the SIP core of the primary MC system provided to different partner MC system migration management servers enable migration of a single MC service UE on a per partner MC system basis.
EXAMPLE:	An MC service UE has SIP identities 1 of the SIP core of primary MC system for migrating to the SIP core of partner MC system 1, and has SIP identities 2 of the SIP core of the primary MC system for migrating to the SIP core of partner MC system 2. MC service UE's primary MC system decides to withdraw migration to partner MC system 1 by disabling primary SIP identities 1 of the SIP core of primary MC system, however, since primary MC system SIP identities 2 are still enabled, the MC service UE can still migrate to the SIP core of partner MC system 2.
A unique set of partner MC system SIP identities for all possible inbound migrated MC service UEs shall be configured in the partner MC system's migration management server.
NOTE 2:	The migration management server could be part of the SIP database.
NOTE 3:	When the SIP core is located in the PLMN operator domain the migration management server will also be located in the PLMN operator domain. When the SIP core is in the MC service provider domain the migration management server will be located in the MC service provider domain.
The migration management server functional entity is supported by the Diameter proxy functional entity of the signalling control plane.
[bookmark: _Toc155281926]7.4.2.2.12	Functional alias management client
The functional alias management client functional entity acts as the application user agent for management of functional aliases. The functional alias management client interacts with the functional alias management server.
The functional management client functional entity is supported by the signalling user agent and by the HTTP client functional entities of the signalling control plane.
[bookmark: _Toc155281927]7.4.2.2.13	Functional alias management server
The functional alias management server functional entity provides the configuration management of functional alias(es).
The functional alias management server functional entity is supported by the SIP AS and by the HTTP server functional entities of the signalling control plane.
[bookmark: _Toc155281928]7.4.2.3	MC service
[bookmark: _Toc424654379][bookmark: _Toc428364968][bookmark: _Toc433209568][bookmark: _Toc453260088][bookmark: _Toc453260975][bookmark: _Toc453279712][bookmark: _Toc459375050][bookmark: _Toc468105286][bookmark: _Toc468110381][bookmark: _Toc155281929]7.4.2.3.1	MC service client
The MC service client functional entity acts as the user agent for all MC service transactions. For a specific MC service, the detailed description of functions of the MC service client is contained in the corresponding MC service TS.
[bookmark: _Toc424654380][bookmark: _Toc428364969][bookmark: _Toc433209569][bookmark: _Toc453260089][bookmark: _Toc453260976][bookmark: _Toc453279713][bookmark: _Toc459375051][bookmark: _Toc468105287][bookmark: _Toc468110382][bookmark: _Toc155281930]7.4.2.3.2	MC service server
The MC service server functional entity provides centralised support for MC services.
The MC service server functional entity represents a specific instantiation of the GCS AS described in 3GPP TS 23.468 [18] to control multicast and unicast operations for group communications. For a specific MC service, the detailed description of the GCS AS role assumed by the MC service server is contained in the corresponding MC service TS.
The MC service server performs the functional alias controlling role for functional alias management including functional alias activation, deactivation, take over and interrogation. For a single functional alias, only one MC service server is specified as the functional alias controlling role. The detailed description of the functional alias controlling role assumed by the different MC service servers are contained in 3GPP TS 23.379 [16], 3GPP TS 23.281 [12] and 3GPP TS 23.282 [13].
The MC service server functional entity is supported by the SIP AS, HTTP client and HTTP server functional entities of the signalling control plane.
[bookmark: _Toc460615934][bookmark: _Toc460616795][bookmark: _Toc465162388][bookmark: _Toc468105288][bookmark: _Toc468110383][bookmark: _Toc424654381][bookmark: _Toc428364975][bookmark: _Toc433209575][bookmark: _Toc453260090][bookmark: _Toc453260977][bookmark: _Toc453279714][bookmark: _Toc459375052][bookmark: _Toc155281931]7.4.2.3.3	MC service user database
This functional entity contains information of the MC service user profile associated with an MC service ID that is held by the MC service provider at the application plane. The MC service user profile is determined by the mission critical organization, the MC service provider, and potentially the MC service user. 
Each MC service shall have a corresponding MC service user database i.e. MCPTT user database as defined in 3GPP TS 23.379 [16], MCVideo user database as defined in 3GPP TS 23.281 [12] and MCData user database as defined in 3GPP TS 23.282 [13]. These MC service user databases can be co-located.
[bookmark: _Toc155281932]7.4.2.3.4	MC gateway server
The MC gateway server provides support for interconnection between a primary MC system and a partner MC system in a different trust domain whilst providing topology hiding. It acts as a proxy for one or more MC service servers in the partner MC system without needing to expose the MC service servers in the primary MC system outside the trusted domain of the primary MC system. It may be a role of an MC service server described in subclause 7.4.2.3.2 of the present document.
The MC gateway server is responsible for relaying signalling control messages and media between MC service servers in the interconnected MC systems.
[bookmark: _Toc468105289][bookmark: _Toc468110384][bookmark: _Toc155281933]7.4.3	Signalling control plane
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[bookmark: _Toc433209577][bookmark: _Toc453260092][bookmark: _Toc453260979][bookmark: _Toc453279716][bookmark: _Toc459375054][bookmark: _Toc468105291][bookmark: _Toc468110386][bookmark: _Toc428364977][bookmark: _Toc155281935]7.4.3.1.1	Signalling user agent
This functional entity acts as the SIP user agent (both client and server) for all SIP transactions.
[bookmark: _Toc453260093][bookmark: _Toc453260980][bookmark: _Toc453279717][bookmark: _Toc459375055][bookmark: _Toc468105292][bookmark: _Toc468110387][bookmark: _Toc433209578][bookmark: _Toc155281936]7.4.3.1.2	SIP AS
The SIP AS functional entity supports the following functions on behalf of the MC service:
-	influencing and impacting the SIP session; and
-	supporting event subscription and event notification.
NOTE:	In the IM CN subsystem, this is provided by the Application Server as defined in 3GPP TS 23.002 [6].
[bookmark: _Toc453260094][bookmark: _Toc453260981][bookmark: _Toc453279718][bookmark: _Toc459375056][bookmark: _Toc468105293][bookmark: _Toc468110388][bookmark: _Toc155281937]7.4.3.1.3	SIP core
[bookmark: _Toc433209579][bookmark: _Toc453260095][bookmark: _Toc453260982][bookmark: _Toc453279719][bookmark: _Toc459375057][bookmark: _Toc468105294][bookmark: _Toc468110389][bookmark: _Toc155281938]7.4.3.1.3.1	General
The SIP core contains a number of sub-entities responsible for registration, service selection and routing in the signalling control plane.
The SIP core shall be either:
1.	compliant with 3GPP TS 23.228 [9], i.e. the SIP core is a 3GPP IP multimedia core network subsystem; or
2.	a SIP core, which internally need not comply with the architecture of 3GPP TS 23.228 [9], but with the reference points that are defined in subclause 7.5.3 (if exposed), compliant to the reference points defined in 3GPP TS 23.002 [6].
The data related to the functions of the SIP core, e.g. for data for application service selection, the identity of the serving registrar or authentication related information may be provided by the PLMN operator responsible for the bearer plane. In this case, the SIP database that is the source of the data may be part of the HSS. Alternatively, this data may be provided by the MC service provider. In this case, the source of the data may be the MC service provider's SIP database.
[bookmark: _Toc424654383][bookmark: _Toc428364979][bookmark: _Toc433209580][bookmark: _Toc453260096][bookmark: _Toc453260983][bookmark: _Toc453279720][bookmark: _Toc459375058][bookmark: _Toc468105295][bookmark: _Toc468110390][bookmark: _Toc155281939]7.4.3.1.3.2	Local inbound / outbound proxy
The local inbound / outbound proxy functional entity acts as both an inbound proxy and an outbound proxy for all SIP transactions. This functional entity can provide the following functions:
-	NAT traversal;
-	Resource control;
-	Route/forward requests and responses to the user agents;
-	SIP signalling security; and
-	Depending on the PLMN operator policy, discovery and address resolution, including E.164 numbers.
NOTE:	In the IM CN subsystem, this functional entity is provided by the P-CSCF as defined in 3GPP TS 23.228 [9].
[bookmark: _Toc424654384][bookmark: _Toc428364980][bookmark: _Toc433209581][bookmark: _Toc453260097][bookmark: _Toc453260984][bookmark: _Toc453279721][bookmark: _Toc459375059][bookmark: _Toc468105296][bookmark: _Toc468110391][bookmark: _Toc155281940]7.4.3.1.3.3	Registrar finder
The registrar finder functional entity is responsible for: 
a)	Identifying the serving registrar / application service selection functional entity. The serving registrar / application service selection functional entity is identified using information provided either by the PLMN operator's own SIP database or the MC service provider's SIP database, and optionally using the PLMN operator's internal information e.g. network topology, registrar availability.
1)	Registrar finder and registrar in the MC service provider domain: registrar finder in the MC service provider's domain uses the information from the MC service provider's SIP database to identify the serving registrar in the MC service provider domain.
2)	Registrar finder and registrar in the PLMN operator domain: registrar finder uses information from PLMN operator's SIP database to identify the serving registrar in the PLMN operator domain.
3)	Registrar finder in PLMN operator domain and registrar in MC service provider domain: registrar finder uses information from the MC service provider's SIP database to identify the serving registrar in the MC service provider domain.
NOTE 1:	The need for the registrar finder is deployment specific e.g. a deployment that has only one registrar does not need the registrar finder and the related SIP database information.
b)	Providing discovery and address resolution, including E.164 numbers.
NOTE 2:	In the IM CN subsystem, this is provided by the I-CSCF as defined in 3GPP TS 23.228 [9].
[bookmark: _Toc424654385][bookmark: _Toc428364981][bookmark: _Toc433209582][bookmark: _Toc453260098][bookmark: _Toc453260985][bookmark: _Toc453279722][bookmark: _Toc459375060][bookmark: _Toc468105297][bookmark: _Toc468110392][bookmark: _Toc155281941]7.4.3.1.3.4	Registrar / application service selection
The registrar / application service selection functional entity provides the following functions:
-	Registrar function (with integral provision of a location server) and also acts as an inbound proxy (with access to the integral location server), and outbound proxy for all SIP transactions where application service selection is required. It registers the user and maintains the association of the location and identity of the user in a location service. It provides notifications of the registration states.
-	Supports authentication for identities provided within SIP signalling. Both the registrar (with integral location server) and authentication functions are supported by access either to the public network's own SIP database or the MC service provider's SIP database.
-	Can provide the application service selection for all SIP transactions, possibly based on application service selection information stored by either the public network's own SIP database or the MC service provider's SIP database.
-	Performs SIP signalling security.
NOTE:	In the IM CN subsystem, this is provided by the S-CSCF as defined in 3GPP TS 23.228 [9].
[bookmark: _Toc428364982][bookmark: _Toc433209584][bookmark: _Toc453260099][bookmark: _Toc453260986][bookmark: _Toc453279723][bookmark: _Toc459375061][bookmark: _Toc468105298][bookmark: _Toc468110393][bookmark: _Toc424654386][bookmark: _Toc155281942]7.4.3.1.4	Diameter proxy
This functional entity acts as a proxy agent for Diameter messaging as specified in IETF RFC 6733 [26].
The Diameter proxy, when used on the AAA-2 interface, is collocated with the migration management server.
Other instances of the Diameter proxy may also be present in the SIP core / IMS.
NOTE:	The number of instances of the Diameter proxy is deployment specific.
[bookmark: _Toc155281943]7.4.3.2	SIP database
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The SIP database contains information concerning the SIP subscriptions and corresponding identity and authentication information required by the SIP core, and such information as application service selection. 
In deployment scenarios where the PLMN operator provides the SIP core, this database is provided by the HSS.
In deployment scenarios where the MC service provider provides the SIP core, the SIP database may be provided by the MC service provider.
Access to the data residing in the SIP database is restricted to the SIP core entities that are specifically serving the subscriber/user whose data are stored, i.e. registrars and registrar finders can access SIP databases only when they are part of the same trust domain for the data being provided.
NOTE:	The SIP database can be in a different network than the registrar finder since the trust domain for the criteria for registrar selection can be different than the trust domain for the signalling plane user identities.
[bookmark: _Toc428364983]The SIP database is responsible for storing the following user related information:
-	signalling plane user identities: Numbering and addressing information;
-	signalling plane security information: SIP core access control information for authentication and authorization;
-	MC service UE Location information at inter-system level: the SIP database supports the user registration, and stores inter-system location information, etc.; and
-	signalling plane subscription profile (including initial filter criteria).
The SIP database also generates signalling plane security information for mutual authentication, communication integrity check and ciphering.
Based on this information, the SIP database is also responsible to support the call control and session management entities of the SIP core.
The SIP database consists of the following functionalities:
-	support for control functions of the SIP core such as the Registrar and Registrar finder. This is needed to enable subscriber usage of the SIP core services. This functionality is independent of the access network used to access the SIP core; and
-	authentication functionality required by the SIP core to authenticate the MC service UE. 
[bookmark: _Toc391011893][bookmark: _Toc417481510][bookmark: _Toc417481915][bookmark: _Toc417482268][bookmark: _Toc417556228][bookmark: _Toc426373833][bookmark: _Toc433209586][bookmark: _Toc453260101][bookmark: _Toc453260988][bookmark: _Toc453279725][bookmark: _Toc459375063][bookmark: _Toc468105300][bookmark: _Toc468110395][bookmark: _Toc155281945]7.4.3.2.2	SIP database logical functions
The SIP database provides the following logical functions:
a)	mobility management;
-	provides the UE mobility through the SIP core.
b)	registrar assignment support;
-	provides to the registrar finder the required capabilities for MC services based on MC service provider requirements on a per-user basis, (e.g. whether a particular registrar within the PLMN operator's network (e.g. a registrar reserved for MC service use or a registrar in a secure location) or a registrar within the MC service provider network is assigned.
c)	call and/or session establishment support;
-	provides the call and/or session establishment procedures in the SIP core. For terminating traffic, it provides information on which registrar currently hosts the user.
d)	user security information generation;
-	provides generation of user authentication, integrity and ciphering data for the SIP core.
e)	signalling plane security support;
-	provides authentication procedures to access MC services by storing the generated data for authentication, integrity and ciphering at the signalling plane and by providing these data to the appropriate registrar.
f)	user identification handling;
-	provides the appropriate relations among all the identifiers uniquely determining the signalling plane identities in the SIP core e.g. IMS public identities.
g)	access authorisation; and
-	provides authorisation of the user for mobile access when requested by the registrar e.g. by checking that the user is allowed to roam to that visited network.
h)	service authorisation support.
-	provides basic authorisation for terminating call/session establishment and service invocation. The SIP database may update the registrar with filter criteria to trigger the MC service server(s).
[bookmark: _Toc433209587][bookmark: _Toc453260102][bookmark: _Toc453260989][bookmark: _Toc453279726][bookmark: _Toc459375064][bookmark: _Toc468105301][bookmark: _Toc468110396][bookmark: _Toc155281946]7.4.3.3	HTTP entities
[bookmark: _Toc428364984][bookmark: _Toc433209588][bookmark: _Toc453260103][bookmark: _Toc453260990][bookmark: _Toc453279727][bookmark: _Toc459375065][bookmark: _Toc468105302][bookmark: _Toc468110397][bookmark: _Toc155281947]7.4.3.3.1	HTTP client
This functional entity acts as the client for all hypertext transactions.
[bookmark: _Toc424654387][bookmark: _Toc428364985][bookmark: _Toc433209589][bookmark: _Toc453260104][bookmark: _Toc453260991][bookmark: _Toc453279728][bookmark: _Toc459375066][bookmark: _Toc468105303][bookmark: _Toc468110398][bookmark: _Toc155281948]7.4.3.3.2	HTTP proxy
This functional entity acts as a proxy for hypertext transactions between the HTTP client and one or more HTTP servers. The HTTP proxy terminates a TLS session on HTTP-1 with the HTTP client of the MC service UE allowing the HTTP client to establish a single TLS session for hypertext transactions with multiple HTTP servers that are reachable by the HTTP proxy. 
The HTTP proxy terminates the HTTP-3 reference point that lies between different HTTP proxies. It may provide a topology hiding function from HTTP entities outside the trust domain of the MC system.
The HTTP proxy is not used as part of CSC-1 interface. CSC-1 is a direct HTTP interface between the IdM client in the UE and the IdM server as specified in 3GPP TS 33.180 [25].
According to 3GPP TS 33.180 [25], either an HTTP proxy or a direct HTTP interface is used between the key management server and the key management client in the UE for CSC-8.
The HTTP proxy shall be in the same trust domain as the HTTP clients and HTTP servers that are located within a MC service provider's network. There can be multiple instances of an HTTP proxy e.g. one per trust domain.
NOTE:	The number of instances of the HTTP proxy is deployment specific.
[bookmark: _Toc424654388][bookmark: _Toc428364986][bookmark: _Toc433209590][bookmark: _Toc453260105][bookmark: _Toc453260992][bookmark: _Toc453279729][bookmark: _Toc459375067][bookmark: _Toc468105304][bookmark: _Toc468110399][bookmark: _Toc155281949]7.4.3.3.3	HTTP server
This functional entity acts as the HTTP server for all hypertext transactions.
[bookmark: _Toc424654399][bookmark: _Toc428364987][bookmark: _Toc433209591][bookmark: _Toc453260106][bookmark: _Toc453260993][bookmark: _Toc453279730][bookmark: _Toc459375068][bookmark: _Toc468105305][bookmark: _Toc468110400][bookmark: _Toc155281950]7.5	Reference points
[bookmark: _Toc424654400][bookmark: _Toc428364988][bookmark: _Toc433209592][bookmark: _Toc453260107][bookmark: _Toc453260994][bookmark: _Toc453279731][bookmark: _Toc459375069][bookmark: _Toc468105306][bookmark: _Toc468110401][bookmark: _Toc155281951]7.5.1	General reference point principle
The protocols on any reference point that is exposed for MC service interoperability with other SIP core or other IMS entities in other systems shall be compatible with the protocols defined for the corresponding reference point defined in 3GPP TS 23.002 [6].
[bookmark: _Toc424654401][bookmark: _Toc428364989][bookmark: _Toc433209593][bookmark: _Toc453260108][bookmark: _Toc453260995][bookmark: _Toc453279732][bookmark: _Toc459375070][bookmark: _Toc468105307][bookmark: _Toc468110402][bookmark: _Toc155281952]7.5.2	Application plane
[bookmark: _Toc424654402][bookmark: _Toc428364990][bookmark: _Toc433209594][bookmark: _Toc453260109][bookmark: _Toc453260996][bookmark: _Toc453279733][bookmark: _Toc459375071][bookmark: _Toc468105308][bookmark: _Toc468110403][bookmark: _Toc155281953]7.5.2.1	General
The reference points for the application plane of an MC service are described in the following subclauses.
[bookmark: _Toc424654407][bookmark: _Toc428365000][bookmark: _Toc433209604][bookmark: _Toc453260110][bookmark: _Toc453260997][bookmark: _Toc453279734][bookmark: _Toc459375072][bookmark: _Toc468105309][bookmark: _Toc468110404][bookmark: _Toc155281954]7.5.2.2	Reference point CSC-1 (between the identity management client and the identity management server)
The CSC-1 reference point, which exists between the identity management client and the identity management server, provides for the authentication of the common services core to the MC service client and subsequent authentication of the user to the common services core on behalf of applications within the application plane.
CSC-1 is specified in 3GPP TS 33.180 [25].
[bookmark: _Toc424654408][bookmark: _Toc428365001][bookmark: _Toc433209605][bookmark: _Toc453260111][bookmark: _Toc453260998][bookmark: _Toc453279735][bookmark: _Toc459375073][bookmark: _Toc468105310][bookmark: _Toc468110405][bookmark: _Toc155281955]7.5.2.3	Reference point CSC-2 (between the group management client and the group management server for configuration while UE is on-network)
The CSC-2 reference point, which exists between the group management client and the group management server, is used for MC service signalling for MC service data management of the MC service.
The CSC-2 reference point supports:
-	Configuration of group related data at the group management client by the group management server; and
-	Configuration of group related data at the group management server by the group management client.
The CSC-2 reference point shall use the HTTP-1 and HTTP-2 reference points for transport and routing of non-subscription/notification related signalling. The CSC-2 reference point shall use SIP-1 and SIP-2 reference points for transport and routing of subscription/notification related signalling.
[bookmark: _Toc424654409][bookmark: _Toc428365002][bookmark: _Toc433209606][bookmark: _Toc453260112][bookmark: _Toc453260999][bookmark: _Toc453279736][bookmark: _Toc459375074][bookmark: _Toc468105311][bookmark: _Toc468110406][bookmark: _Toc155281956]7.5.2.4	Reference point CSC-3 (between the MC service server and the group management server)
The CSC-3 reference point, which exists between the MC service server and the group management server, provides for the MC service server to obtain group information corresponding to the MC service. The CSC-3 reference point shall use HTTP-1 and HTTP-2 reference points for transport and routing of non-subscription/notification related signalling. The CSC-3 reference point shall use SIP-2 and SIP-3 reference points for transport and routing of subscription/notification related signalling. The SIP-3 reference point is used when a MC service server and the group management server, are served by different SIP cores.
[bookmark: _Toc424654410][bookmark: _Toc428365003][bookmark: _Toc433209607][bookmark: _Toc453260113][bookmark: _Toc453261000][bookmark: _Toc453279737][bookmark: _Toc459375075][bookmark: _Toc468105312][bookmark: _Toc468110407][bookmark: _Toc155281957]7.5.2.5	Reference point CSC-4 (between the configuration management client and the configuration management server for configuration while UE is on-network)
The CSC-4 reference point, which exists between the configuration management client and the configuration management server, provides the configuration information required for MC services while the MC service client is on-network.
[bookmark: _Toc424654411][bookmark: _Toc428365004]The CSC-4 reference point supports: 
-	configuration of the MC service UE by the MC service; and
-	configuration of the MC service application with the MC service related information that is not part of group management (e.g. policy information) by the MC service UE.
The CSC-4 reference point shall use the HTTP-1 and HTTP-2 reference points for transport and routing of non-subscription/notification related signalling. The CSC-4 reference point shall use SIP-1 and SIP-2 reference points for transport and routing of subscription/notification related signalling.
[bookmark: _Toc433209608][bookmark: _Toc453260114][bookmark: _Toc453261001][bookmark: _Toc453279738][bookmark: _Toc459375076][bookmark: _Toc468105313][bookmark: _Toc468110408][bookmark: _Toc155281958]7.5.2.6	Reference point CSC-5 (between the MC service server and the configuration management server)
The CSC-5 reference point, which exists between the MC service server and the configuration management server, provides for the MC service server to obtain non-group MC service related information (e.g. policy information). The CSC-5 reference point shall use HTTP-1 reference point and HTTP-2 reference point for transport and routing of non-subscription/notification related signalling. The CSC-5 reference point shall use SIP-2 and SIP-3 reference points for transport and routing of subscription/notification related signalling. The SIP-3 reference point is used when a MC service server and the configuration management server, are served by different SIP cores.
[bookmark: _Toc433209610][bookmark: _Toc453260116][bookmark: _Toc453261003][bookmark: _Toc453279740][bookmark: _Toc459375078][bookmark: _Toc468105314][bookmark: _Toc468110409][bookmark: _Toc155281959]7.5.2.7	Reference point CSC-7 (between the group management servers)
The CSC-7 reference point, which exists between group management servers, allows group management servers to handle group management related signalling in the same security domain. The CSC-7 reference point shall use the HTTP-1, HTTP-2 and HTTP-3 reference points for transport and routing of non-subscription/notification related signalling. The CSC-7 reference point shall use SIP-2 and SIP-3 reference points for transport and routing of subscription/notification related signalling. The SIP-3 reference point is used when a pair of group management servers, are served by different SIP cores.
[bookmark: _Toc453260117][bookmark: _Toc453261004][bookmark: _Toc453279741][bookmark: _Toc459375079][bookmark: _Toc468105315][bookmark: _Toc468110410][bookmark: _Toc433209611][bookmark: _Toc155281960]7.5.2.8	Reference point CSC-8 (between the key management server and the key management client)
The CSC-8 reference point, which exists between the key management server and the key management client, provides a means for the key management server to provide security related information (e.g. encryption keys) to the key management client.
The CSC-8 reference point shall use the HTTP-1 and HTTP-2 reference points for transport and routing of security related information to the key management client.
CSC-8 is specified in 3GPP TS 33.180 [25].
[bookmark: _Toc453260118][bookmark: _Toc453261005][bookmark: _Toc453279742][bookmark: _Toc459375080][bookmark: _Toc468105316][bookmark: _Toc468110411][bookmark: _Toc155281961]7.5.2.9	Reference point CSC-9 (between the key management server and the MC service server)
The CSC-9 reference point, which exists between the key management server and the MC service server, provides a means for the key management server to provide security related information (e.g. encryption keys) to the MC service server.
The CSC-9 reference point shall use the HTTP-1 and HTTP-2 reference points for transport and routing of security related information to the MC service server.
CSC-9 is specified in 3GPP TS 33.180 [25].
[bookmark: _Toc453260119][bookmark: _Toc453261006][bookmark: _Toc453279743][bookmark: _Toc459375081][bookmark: _Toc468105317][bookmark: _Toc468110412][bookmark: _Toc155281962]7.5.2.10	Reference point CSC-10 (between the key management server and the group management server)
The CSC-10 reference point, which exists between the key management server and the group management server, provides a means for the key management server to provide security related information (e.g. encryption keys) to the group management server.
The CSC-10 reference point shall use the HTTP-1 and HTTP-2 reference points and may use the HTTP-3 reference point for transport and routing of security related information to the group management server.
CSC-10 is specified in 3GPP TS 33.180 [25].
[bookmark: _Toc453260120][bookmark: _Toc453261007][bookmark: _Toc453279744][bookmark: _Toc459375082][bookmark: _Toc468105318][bookmark: _Toc468110413][bookmark: _Toc155281963]7.5.2.11	Reference point CSC-11 (between the configuration management client and the configuration management server for configuration while UE is off-network)
The CSC-11 reference point, which exists between the configuration management client and the configuration management server, provides the configuration information required for MC services while the MC service client is off-network.
The CSC-11 reference point is the same as CSC-4 reference point except that CSC-11 does not support subscription/notification and therefore does not require the use of SIP-1 and SIP-2 reference points.
[bookmark: _Toc453260121][bookmark: _Toc453261008][bookmark: _Toc453279745][bookmark: _Toc459375083][bookmark: _Toc468105319][bookmark: _Toc468110414][bookmark: _Toc155281964]7.5.2.12	Reference point CSC-12 (between the group management client and the group management server for configuration while UE is off-network)
The CSC-12 reference point, which exists between the group management client and the group management server, is used for MC service application signalling for data management of the MC service.
The CSC-12 reference point is the same as CSC-2 reference point except that CSC-12 does not support subscription/notification and therefore does not require the use of SIP-1 and SIP-2 reference points.
[bookmark: _Toc453260122][bookmark: _Toc453261009][bookmark: _Toc453279746][bookmark: _Toc459375084][bookmark: _Toc468105320][bookmark: _Toc468110415][bookmark: _Toc155281965]7.5.2.13	Reference point CSC-13 (between the configuration management server and the MC service user database)
The CSC-13 reference point, which exists between the MC service user database and the configuration management server, is used for:
-	the configuration management server to store the user profile data in the specific MC service user database; and
-	the configuration management server to obtain the user profile from the specific MC service user database for further configuration in the MC service UE.
[bookmark: _Toc468105321][bookmark: _Toc468110416][bookmark: _Toc433209612][bookmark: _Toc453260123][bookmark: _Toc453261010][bookmark: _Toc453279747][bookmark: _Toc459375085][bookmark: _Toc155281966]7.5.2.14	Reference point CSC-14 (between the location management client and the location management server)
The CSC-14 reference point, which exists between the location management client and the location management server, is used by the location management server to receive location information report from location management client.
The CSC-14 reference point uses SIP-1 and SIP-2 reference points for transport and routing of subscription/notification related signalling. The CSC-14 reference point uses the HTTP-1 and HTTP-2 reference points for transport and routing of non-subscription/notification related signalling. 
[bookmark: _Toc468105322][bookmark: _Toc468110417][bookmark: _Toc155281967]7.5.2.15	Reference point CSC-15 (between the location management server and the MC service server)
The CSC-15 reference point, which exists between the location management server and the MC service server, is used by the MC service server to request and receive location information from location management server.
The CSC-15 reference point uses SIP-1 and SIP-2 reference points for transport and routing of subscription/notification related signalling. The CSC-15 reference point uses the HTTP-1 and HTTP-2 reference points for transport and routing of non-subscription/notification related signalling. 
[bookmark: _Toc155281968]7.5.2.16	Reference point CSC-16 (between group management servers in different MC systems)
The CSC-16 reference point, which exists between two group management servers in different MC systems in different security domains, is used by the group management servers to share group configuration information for MC service groups that can take part in interconnected MC service group calls. 
The CSC-16 reference point uses the HTTP-1, HTTP-2 and HTTP-3 reference points for transport and routing of non-subscription/notification related signalling. The CSC-16 reference point uses SIP-2 and SIP-3 reference points for transport and routing of subscription/notification related signalling.
[bookmark: _Toc155281969]7.5.2.17	Reference point CSC-17 (between configuration management servers in different MC systems)
The CSC-17 reference point, which exists between configuration management servers in different MC systems in different security domains, is used by the configuration management servers to share user configuration information for MC service users who are permitted to migrate between the MC systems. 
The CSC-17 reference point uses the HTTP-1, HTTP-2 and HTTP-3 reference points for transport and routing of non-subscription/notification related signalling.
[bookmark: _Toc468105323][bookmark: _Toc468110418][bookmark: _Toc155281970]7.5.2.18	Reference point CSC-18 (between migration management servers in different MC systems)
The CSC-18 reference point, which exists between migration management servers in different MC systems, is used by migration management servers to request and provide SIP authentication information for MC service UEs that are permitted to migrate between the different MC systems.
[bookmark: _Toc155281971]7.5.2.19	Reference point MCX-1 (between MC service servers)
The MCX-1 reference point is defined between MC service servers, between MC service servers and MC gateway servers and between MC gateway servers. The MC service servers and MC gateway servers may be located within one MC system or in separate MC systems. Furthermore, the MC service servers may be of the same type or different types.
This MCX-1 reference point is used by MC service servers' coordination procedures (e.g. priority coordination). This reference point is not part of the common service core functionality. 
Editor's note:	The relation between MCX-1 and MCPTT-3 (see reference 3GPP TS 23.379 [16]), MCVideo-3 (see reference 3GPP TS 23.281 [4]) and MCData-3 (see reference 3GPP TS 23.282 [5]) is FFS.
[bookmark: _Toc155281972]7.5.2.20	Reference point CSC-19 (between group management server and MC gateway server)
The CSC-19 reference point, which exists between the group management server and MC gateway server is used by the group management server for subscription and notification signalling related to group configuration information that is shared between MC systems to permit interconnection of MC service group calls. 
The CSC-19 reference point uses the SIP-2 and SIP-3 reference points for transport and routing of subscription/notification related signalling. The SIP-3 reference point is used when a group management server and an MC gateway server, are served by different SIP cores.
[bookmark: _Toc155281973]7.5.2.21	Reference point CSC-20 (between configuration management server and MC gateway server)
The CSC-20 reference point, which exists between configuration management server and MC gateway server is used by the configuration management server for subscription and notification signalling related to user configuration information that is shared between MC systems to permit migration between MC systems.
The CSC-20 reference point uses the SIP-2 and SIP-3 reference points for transport and routing of subscription/notification related signalling. The SIP-3 reference point is used when a configuration management server and an MC gateway server, are served by different SIP cores.
[bookmark: _Toc155281974]7.5.2.22	Reference point CSC-21 (between MC gateway servers in different MC systems)
The CSC-21 reference point, which exists between MC gateway servers in different MC systems in different security domains, is used to share subscription and notification related signalling for group configuration, user configuration management and location management to permit interconnection and migration between MC systems.
The CSC-21 reference point uses the SIP-3 reference point for transport and routing of subscription/notification related signalling.
[bookmark: _Toc155281975]7.5.2.23	Reference point CSC-22 (between location management servers in different MC systems)
The CSC-22 reference point, which exists between location management servers in different MC systems, is used to share location information and non-subscription/notification related signalling for location management for interconnected MC systems.
The CSC-22 reference point uses the HTTP-1, HTTP-2 and HTTP-3 reference points for transport and routing of non-subscription/notification related signalling.
Editor's note:	How the SIP-2 and SIP-3 reference points are used for signalling messages is FFS.
[bookmark: _Toc155281976]7.5.2.24	Reference point CSC-23 (between location management server and MC gateway server)
The CSC-23 reference point, which exists between location management server and MC gateway server, is used to handle location management related signalling.
The CSC-23 reference point uses SIP-2 and SIP-3 reference points for transport and routing of subscription/notification related signalling.
Editor's note:	Whether SIP-2 and SIP-3 reference points are used for non-subscription/notification signalling messages is FFS.
[bookmark: _Toc98808966][bookmark: _Toc155281977]7.5.2.25	Reference point CSC-24 (between the Location management server and the configuration management server)
The CSC-24 reference point, which exists between the location management server and the configuration management server, to allow the location management server to obtain non-group configuration related information for location service (e.g. policy information). The CSC-24 reference point shall use HTTP-1 reference point and HTTP-2 reference point for transport and routing of non-subscription/notification related signalling. The CSC-24 reference point shall use SIP-2 reference point for transport and routing of subscription/notification related signalling.
[bookmark: _Toc155281978]7.5.3	Signalling control plane
[bookmark: _Toc424654412][bookmark: _Toc428365005][bookmark: _Toc433209613][bookmark: _Toc453260124][bookmark: _Toc453261011][bookmark: _Toc453279748][bookmark: _Toc459375086][bookmark: _Toc468105324][bookmark: _Toc468110419][bookmark: _Toc155281979]7.5.3.1	General
The reference points for the SIP and HTTP signalling are described in the following subclauses.
[bookmark: _Toc424654413][bookmark: _Toc428365006][bookmark: _Toc433209614][bookmark: _Toc453260125][bookmark: _Toc453261012][bookmark: _Toc453279749][bookmark: _Toc459375087][bookmark: _Toc468105325][bookmark: _Toc468110420][bookmark: _Toc155281980]7.5.3.2	Reference point SIP-1(between the signalling user agent and the SIP core)
The SIP-1 reference point, which exists between the signalling user agent and the SIP core for establishing a session in support of MC service, shall use the Gm reference point as defined in 3GPP TS 23.002 [6] (with necessary enhancements to support MC service requirements and profiled to meet the minimum requirements for support of MC service). The SIP-1 reference point fulfils the requirements of the GC1 reference point specified in 3GPP TS 23.468 [18]. The SIP-1 reference point is used for:
-	SIP registration;
-	authentication and security to the service layer;
-	event subscription and event notification;
-	communication of the TMGI for multicast operation;
-	overload control;
-	session management; and
-	media negotiation.
[bookmark: _Toc424654414][bookmark: _Toc428365007][bookmark: _Toc433209615][bookmark: _Toc453260126][bookmark: _Toc453261013][bookmark: _Toc453279750][bookmark: _Toc459375088][bookmark: _Toc468105326][bookmark: _Toc468110421][bookmark: _Toc155281981]7.5.3.3	Reference point SIP-2 (between the SIP core and the SIP AS)
The SIP-2 reference point, which exists between the SIP core and the SIP AS for establishing a session in support of MC service, shall use the ISC and Ma reference points as defined in 3GPP TS 23.002 [6]. The SIP-2 reference point is used for:
-	notification to the MC service server(s) of SIP registration by the MC service UE;
-	authentication and security to the service layer;
-	event subscription and event notification;
-	communication of the TMGI for multicast operation;
-	session management; and
-	media negotiation.
[bookmark: _Toc424654415][bookmark: _Toc428365008][bookmark: _Toc433209616][bookmark: _Toc453260127][bookmark: _Toc453261014][bookmark: _Toc453279751][bookmark: _Toc459375089][bookmark: _Toc468105327][bookmark: _Toc468110422][bookmark: _Toc155281982]7.5.3.4	Reference point SIP-3 (between the SIP core and SIP core)
The SIP-3 reference point, which exists between one SIP core and another SIP core for establishing a session in support of MC service, shall use the Mm and ICi reference points as defined in 3GPP TS 23.002 [6]. The SIP-3 reference point is used for:
-	event subscription and event notification;
-	session management; and
-	media negotiation.
Editor's note:	it is FFS whether changes are needed to SIP-3 when used between servers in different trust domains.
[bookmark: _Toc424654416][bookmark: _Toc428365009][bookmark: _Toc433209617][bookmark: _Toc453260128][bookmark: _Toc453261015][bookmark: _Toc453279752][bookmark: _Toc459375090][bookmark: _Toc468105328][bookmark: _Toc468110423][bookmark: _Toc155281983]7.5.3.5	Reference point HTTP-1 (between the HTTP client and the HTTP proxy)
The HTTP-1 reference point exists between the HTTP client and the HTTP proxy. Between the MC service UE and the HTTP proxy, the HTTP-1 reference point shall use the Ut reference point as defined in 3GPP TS 23.002 [6] (with necessary enhancements to support specific MC service requirements). The HTTP-1 reference point is based on HTTP (which may be secured using e.g. SSL, TLS).
[bookmark: _Toc433209619][bookmark: _Toc453260129][bookmark: _Toc453261016][bookmark: _Toc453279753][bookmark: _Toc459375091][bookmark: _Toc468105329][bookmark: _Toc468110424][bookmark: _Toc424654424][bookmark: _Toc428365011][bookmark: _Toc155281984]7.5.3.6	Reference point HTTP-2 (between the HTTP proxy and the HTTP server)
The HTTP-2 reference point, which exists between the HTTP proxy and the HTTP server, is based on HTTP (which may be secured using e.g. SSL, TLS). 
[bookmark: _Toc433209620][bookmark: _Toc453260130][bookmark: _Toc453261017][bookmark: _Toc453279754][bookmark: _Toc459375092][bookmark: _Toc468105330][bookmark: _Toc468110425][bookmark: _Toc155281985]7.5.3.7	Reference point HTTP-3 (between the HTTP proxy and HTTP proxy)
The HTTP-3 reference point, which exists between the HTTP proxy and another HTTP proxy in a different network, is based on HTTP (which may be secured using e.g. SSL, TLS).
Editor's note:	it is FFS whether changes are needed to HTTP-3 when used between servers in different trust domains.
[bookmark: _Toc433209621][bookmark: _Toc453260131][bookmark: _Toc453261018][bookmark: _Toc453279755][bookmark: _Toc459375093][bookmark: _Toc468105331][bookmark: _Toc468110426][bookmark: _Toc155281986]7.5.3.8	Reference point AAA-1 (between the SIP database and the SIP core)
The AAA-1 reference point, which exists between the SIP database and the SIP core, is used by the SIP core to retrieve signalling plane data from the SIP database. The AAA-1 reference point utilises the Cx reference point as defined in 3GPP TS 23.002 [6].
In some deployment scenarios the registrar and SIP database are located in the MC service provider's network while the registrar finder is in the PLMN operator's network and the AAA-1 reference point is an inter-network interface.
[bookmark: _Toc155281987]7.5.3.9	Reference point AAA-2 (between the SIP core and Diameter proxy)
The AAA-2 reference point, which exists between the SIP core / IMS and Diameter proxy for SIP registration during migration, shall use the Cx reference point as defined in 3GPP TS 23.002 [6]. The AAA-2 reference point is used for:
-	authentication and security to the service layer for migration;
[bookmark: _Toc424654425][bookmark: _Toc428365012][bookmark: _Toc433209622][bookmark: _Toc453260132][bookmark: _Toc453261019][bookmark: _Toc453279756][bookmark: _Toc459375094][bookmark: _Toc468105332][bookmark: _Toc468110427][bookmark: _Toc155281988]8	Identities
[bookmark: _Toc424654426][bookmark: _Toc428365013][bookmark: _Toc433209623][bookmark: _Toc453260133][bookmark: _Toc453261020][bookmark: _Toc453279757][bookmark: _Toc459375095][bookmark: _Toc468105333][bookmark: _Toc468110428][bookmark: _Toc155281989]8.1	Application plane
[bookmark: _Toc428365014][bookmark: _Toc433209624][bookmark: _Toc453260134][bookmark: _Toc453261021][bookmark: _Toc453279758][bookmark: _Toc459375096][bookmark: _Toc468105334][bookmark: _Toc468110429][bookmark: _Toc155281990]8.1.1	Mission Critical user identity (MC ID)
The mission critical user identity is also known as the MC ID. The MC ID is the identity that an MC service user presents to the identity management server during a user authentication transaction. In general, since identity management is a common service it uses an identity which is linked to a set of credentials (e.g. biometrics, secureID, username/password) that may not necessarily be tied to a single mission critical service. The MC ID and the MC service ID may be the same. The MC ID uniquely identifies the MC service user to the identity management server. The MC ID is used by the identity management server to provide the identity management client a means for mission critical service authentication. 
NOTE:	The specific security and authentication mechanisms required in order to use the MC user identity is specified in 3GPP TS 33.180 [25].
[bookmark: _Toc428365015][bookmark: _Toc433209625][bookmark: _Toc453260135][bookmark: _Toc453261022][bookmark: _Toc453279759][bookmark: _Toc459375097][bookmark: _Toc468105335][bookmark: _Toc468110430][bookmark: _Toc155281991]8.1.2	MC service user identity (MC service ID)
The MC service user identity is also known as the MC service ID. The MC service ID is a globally unique identifier within the MC service that represents the MC service user. The MC service ID identifies an MC service user. The MC service ID may also identify one or more MC service user profiles for the user at the application layer.
There are attributes associated with the MC service ID configured in the MC service that relate to the human user of the MC service. Typically, this information identifies the MC service user, by name or role, may also identify a user's organization or agency, and may also identify MC service user's service subscription to one or more MC services. Such attributes associated with an MC service ID can be used by the MC service server to make authorization decisions about the MC service granted to the user. For example, if the MC service user is subscribed to MCPTT service, an attribute that identifies a user's role as an incident commander could automatically be used by the MCPTT service to grant the user additional administrative rights over the creation of groups, or access to privileged talk groups.
The MC service ID shall be a URI. The MC service ID uniquely identifies an MC service user in an MC system. The MC service ID indicates the MC system where the MC service ID is defined. 
When required by the MC service provider, the MC service ID is hidden from the signalling control plane.
A default or temporary MC service ID may be used where a user is not yet associated with a device. When a user would like to use one or more MC services but has not been authenticated by the identity management server, a default or temporary MC service ID and a corresponding MC service user profile may be used. 
For the purposes of this document, an MC service administrator, MC service dispatcher, or MC service authorized user is an MC service user that has been granted special privileges within the context of the client function being performed (e.g. MC service client, group management client, configuration management client, key management client). For example, the MC service ID of a group management client of an MC service administrator can be authorized within the group management server to create new groups and add members to groups (i.e. administrative function), but is not authorized to dynamically create group or user regroups (i.e. operational function). Alternatively, for example, the MC service ID of a dispatcher will typically be authorized to dynamically create group and user regroups, but is not authorized to create new groups or add/delete members to groups. The MC service authorization framework is defined in TS 33.180 [25].
[bookmark: _Toc433209626][bookmark: _Toc453260136][bookmark: _Toc453261023][bookmark: _Toc453279760][bookmark: _Toc459375098][bookmark: _Toc468105336][bookmark: _Toc468110431][bookmark: _Toc424654427][bookmark: _Toc428365016][bookmark: _Toc155281992]8.1.3	MC service group identity (MC service group ID)
[bookmark: _Toc433209627][bookmark: _Toc453260137][bookmark: _Toc453261024][bookmark: _Toc453279761][bookmark: _Toc459375099][bookmark: _Toc468105337][bookmark: _Toc468110432][bookmark: _Toc155281993]8.1.3.1	General
The MC service group identity is also known as the MC service group ID. The MC service group ID is a globally unique identifier within the MC service that represents a set of MC service users. The set of MC service users may belong to the same or different MC systems. The MC system for each user (within the group) is identified by each user's respective MC service ID.
The MC service group ID identifies an MC service group in an MC system. It indicates the MC system where the MC service group is defined. It indicates the MC service server within the MC system where the group is defined as described in subclause 8.3.2.
The MC service group ID is used as follows: 
a)	For identifying a set of identities of its group members; and
b)	By the MC service client to address the MC service group.
The MC service group ID shall be a URI.
When required by the MC service provider, the MC service group ID is hidden from the signalling control plane. 
In 3GPP TS 23.379 [16], the MCPTT group ID is an MC service group ID.
In 3GPP TS 23.281 [12], the MCVideo group ID is an MC service group ID.
In 3GPP TS 23.282 [13], the MCData group ID is an MC service group ID.
[bookmark: _Toc433209628][bookmark: _Toc453260138][bookmark: _Toc453261025][bookmark: _Toc453279762][bookmark: _Toc459375100][bookmark: _Toc468105338][bookmark: _Toc468110433][bookmark: _Toc155281994]8.1.3.2	MC service group ID management (off-network operation)
In off-network operation, an MC service group ID is used for identifying the MC service group while off-network. The MC service group ID should be resolved to the ProSe Group IP multicast address and ProSe Layer-2 Group ID for the group communication. The MC service UE is able to make one or more MC service communications (as per the group configuration) with other member UEs whose users are of the same MC service group ID over ProSe direct communications based on ProSe Layer-2 Group ID and ProSe Group IP multicast address, and utilising IPv4 or IPv6 as indicated by policy, as described in 3GPP TS 23.303 [14].
Figure 8.1.3.2-1 illustrates how the MC service group ID, ProSe Group IP multicast address and the ProSe Layer-2 Group ID are mapped to each other. ProSe Group IP multicast address and ProSe Layer-2 Group ID are pre-configured in accordance with the MC service group ID. Thus, they are pre-defined and associated. This mapping information should be provisioned through UICC in the UE or through ProSe function as specified in 3GPP TS 23.303 [14], or be delivered from an application server. Mapping information is provisioned from group management server for online configuration, and provisioned from configuration management server for offline configuration.
NOTE:	To define the retrieval mechanism of the off-network information (ProSe Group IP multicast address and ProSe Layer-2 Group ID) from ProSe function to group management server is out of scope of the present document.


Figure 8.1.3.2-1: MC service group ID management in off-network operation
[bookmark: _Toc433209629][bookmark: _Toc453260139][bookmark: _Toc453261026][bookmark: _Toc453279763][bookmark: _Toc459375101][bookmark: _Toc468105339][bookmark: _Toc468110434][bookmark: _Toc155281995]8.1.4	MC system identity (MC system ID)
The MC system ID is a globally unique identifier representing an MC system. The MC system ID shall be a URI.
[bookmark: _Toc155281996]8.1.5	Functional Alias
Functional alias provides a complementary, role-based user identification scheme which can be used by MC service users for operational purposes in the form of meaningful elements such as the function, the order number or vehicle identifications that can be used within any form of MC service communication. Functional alias takes a form of a URI where the host part of the URI shall identify the home MC system MC service functional alias controlling server. The application addressing remains in its form and forms the foundation for the association with the corresponding functional alias. An MC service user can simultaneously activate several functional aliases but only one can be associated to a certain communication.
Each functional alias is subject to the uniqueness principle within an organization and can be shared simultaneously by several MC service users, depending on the assignment. In this case, all assigned MC service users sharing a functional alias can be included in a communication.
An MC service user uses a different set of functional aliases when migrating towards another service organization to allow the MC service user to be reachable by functional aliases within that organization.
The use of a functional alias always requires an association with the MC service ID. The MC service ID needs to be used to provide the security context for a communication.
[bookmark: _Toc155281997]8.1.6	MC service UE label
The optional MC service UE label allows to distinguish between different MC service UEs in use by the same MC service ID. The MC service UE label may be added to location information reports. 
The non-routable MC service UE label may include human readable information, such as an incident or MC service user specific ID, manufacturer name, brand, model, serial number, etc.
NOTE:	The MC service UE label may be provided during initial MC service UE configuration, see clause A.6.
[bookmark: _Toc155281998]8.1.7	GW MC service ID
The GW MC service ID is used for connection authorisation of non-3GPP devices via an MC gateway UE with an MC system. The GW MC service ID indicates the MC service.
The MC service ID used for MC service authorisation and the GW MC service ID used for connection authorization may have different values. Both identities are configured by the Mission Critical Organisation.
[bookmark: _Toc155281999]8.2	SIP signalling control plane
The SIP signalling control plane depends upon the use of both a private user identity and one or more public user identities.
When the signalling user agent sends registration requests to the registrar / application service selection, the private user identity is used to find corresponding credentials for authentication of the signalling user agent by the registrar / application service selection. This private user identity fulfils the same functions as the IMPI defined in 3GPP TS 23.228 [9].
All SIP signalling messages sent by a signalling user agent to an MC service server via a SIP core use a public user identity as the identifier to enable signalling messages to be routed through the SIP system. The public user identity fulfils the same functions as IMPU defined in 3GPP TS 23.228 [9].
NOTE 1:	The relationship between the private user identity and public user identity is defined in 3GPP TS 23.228 [9].
The public user identities do not necessarily contain any application-level attributes of MC services (e.g., MCPTT ID). Any association of the public user identities with such attributes occurs at the application layer only.
When the SIP core and the MC service are part of the same trust domain, public user identities may be provided by the MC service provider or the PLMN operator. When the SIP core and the MC service are part of the different trust domains, public user identities may be provided by the PLMN operator.
NOTE 2:	The MC service provider can have an agreement with the PLMN operator to manage a pool of public user identities.
The SIP core may generate public GRUUs and temporary GRUUs in order to uniquely identify MC service UEs when a user logging on from multiple devices or multiple users sharing the same device is supported per 3GPP TS 23.228 [9].
[bookmark: _Toc424654428][bookmark: _Toc428365017]Public service identity is used as the identifier to route SIP signalling for the MC system. The public service identity fulfils the same functions as PSI defined in 3GPP TS 23.228 [9].
[bookmark: _Toc433209630][bookmark: _Toc453260140][bookmark: _Toc453261027][bookmark: _Toc453279764][bookmark: _Toc459375102][bookmark: _Toc468105340][bookmark: _Toc468110435][bookmark: _Toc155282000]8.3	Relationship between identities in different planes
[bookmark: _Toc433209631][bookmark: _Toc453260141][bookmark: _Toc453261028][bookmark: _Toc453279765][bookmark: _Toc459375103][bookmark: _Toc468105341][bookmark: _Toc468110436][bookmark: _Toc155282001]8.3.1	Relationship between MC service ID and public user identity
The following relationships exist between the MC service ID(s) and the public user identity(ies):
-	An MC service ID may be mapped to one or more public user identities (e.g. multiple UEs, shared UE, multiple MC services);
-	A public user identity may be mapped to one or more MC service IDs (e.g. UE-to-network relay); and
-	An MC service ID may be mapped to one or more public GRUUs (e.g. a user logging on from multiple UEs, multiple users sharing the same UE).
The MC service server manages the mapping between MC service IDs and public user identities.
The MC service server manages the mapping between MC service IDs and public GRUUs.
Temporary GRUUs are mapped to public GRUUs by the SIP core.
The public user identity does not necessarily identify the MC service user at the SIP signalling control plane. When the MC service provider and the home PLMN operator are part of the same trust domain, the public user identity in the SIP signalling control plane may also identify the MC service user at the application plane.
[bookmark: _Toc433209632][bookmark: _Toc453260142][bookmark: _Toc453261029][bookmark: _Toc453279766][bookmark: _Toc459375104][bookmark: _Toc468105342][bookmark: _Toc468110437][bookmark: _Toc424654429][bookmark: _Toc428365018][bookmark: _Toc155282002]8.3.2	Relationship between MC service group ID and public service identity
Each MC service group ID shall be mapped to a public service identity for the MC service server where the group is defined. The MC service server manages the mapping between MC service group IDs and public service identities.
When the MC service provider and the home PLMN operator are part of the same trust domain, the public service identity in the SIP signalling control plane may also identify the MC service group ID at the application plane.


Figure 8.3.2-1: The relationship of MC service group IDs, PSIs and MC service servers
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[bookmark: _Toc424654433][bookmark: _Toc428365022][bookmark: _Toc433209634][bookmark: _Toc453260144][bookmark: _Toc453261031][bookmark: _Toc453279768][bookmark: _Toc459375106][bookmark: _Toc468105344][bookmark: _Toc468110439][bookmark: _Toc155282004]9.1	General
[bookmark: _Toc424654434][bookmark: _Toc428365023][bookmark: _Toc433209635]This clause describes the application of the functional model, described in clause 7, to on-network and off-network deployments. It also describes deployment scenarios that highlight some of the possible variations in the way that the functional model can be applied in different situations.
[bookmark: _Toc453260145][bookmark: _Toc453261032][bookmark: _Toc453279769][bookmark: _Toc459375107][bookmark: _Toc468105345][bookmark: _Toc468110440][bookmark: _Toc155282005]9.2	Architecture model and deployment scenarios for on-network operations
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[bookmark: _Toc433209637][bookmark: _Toc453260147][bookmark: _Toc453261034][bookmark: _Toc453279771][bookmark: _Toc459375109][bookmark: _Toc468105347][bookmark: _Toc468110442][bookmark: _Toc155282007]9.2.1.1	On-network architectural model diagram
Figure 9.2.1.1-1 below is the on-network architectural model for the MC system solution, where the MC system provides one or more MC services via a single PLMN. 


Figure 9.2.1.1-1: On-network architectural model
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[bookmark: _Toc424654437][bookmark: _Toc428365026][bookmark: _Toc433209639][bookmark: _Toc453260149][bookmark: _Toc453261036][bookmark: _Toc453279773][bookmark: _Toc459375111][bookmark: _Toc468105349][bookmark: _Toc468110444][bookmark: _Toc155282009]9.2.1.2.1	Overview
The application services layer includes application functions of one or more MC services and any required supporting functions grouped into common services core.
[bookmark: _Toc424654438][bookmark: _Toc428365027][bookmark: _Toc433209640][bookmark: _Toc453260150][bookmark: _Toc453261037][bookmark: _Toc453279774][bookmark: _Toc459375112][bookmark: _Toc468105350][bookmark: _Toc468110445][bookmark: _Toc155282010]9.2.1.2.2	Common services core
Common services core is composed of the following functional entities:
-	for common services, a configuration management server as described in subclause 7.4.2.2.2, a group management server as described in subclause 7.4.2.2.4, an identity management server as described in subclause 7.4.2.2.6 and a key management server as described in subclause 7.4.2.2.8; and
-	for signalling control, an HTTP proxy as described in subclause 7.4.3.3.2 and an HTTP server as described in subclause 7.4.3.3.3.
[bookmark: _Toc424654439][bookmark: _Toc428365028][bookmark: _Toc433209641][bookmark: _Toc453260151][bookmark: _Toc453261038][bookmark: _Toc453279775][bookmark: _Toc459375113][bookmark: _Toc468105351][bookmark: _Toc468110446][bookmark: _Toc155282011]9.2.1.2.3	MC services
MC services are composed of the following functional entities:
-	an MC service server as described in subclause 7.4.2.3.2 with relevant application functions of the corresponding MC service defined in the corresponding MC service TS.
[bookmark: _Toc424654440][bookmark: _Toc428365029][bookmark: _Toc433209642][bookmark: _Toc453260152][bookmark: _Toc453261039][bookmark: _Toc453279776][bookmark: _Toc459375114][bookmark: _Toc468105352][bookmark: _Toc468110447][bookmark: _Toc155282012]9.2.1.3	SIP core
The SIP core provides rendezvous (contact address binding and URI resolution) and service control (application service selection) functions. It is composed of the following functional entities:
-	for signalling control, a local inbound / outbound proxy as described in subclause 7.4.3.1.3.2, a registrar finder as described in subclause 7.4.3.1.3.3 and a registrar / application service selection entity as described in subclause 7.4.3.1.3.4.
[bookmark: _Toc424654441][bookmark: _Toc428365030][bookmark: _Toc433209643][bookmark: _Toc453260153][bookmark: _Toc453261040][bookmark: _Toc453279777][bookmark: _Toc459375115][bookmark: _Toc468105353][bookmark: _Toc468110448][bookmark: _Toc155282013]9.2.1.4	EPS
The EPS provides point-to-point and point-to-multipoint bearer services with QoS.
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UE 1 is:
-	an MC service UE in on-network mode supporting bearer services and application(s) related to one or more MC service;
-	an MC service UE that acts as ProSe UE-to-network relay; or
-	both of the above.
When acting as an MC service UE in on-network mode supporting bearer services and application(s) related to one or more MC services, UE 1 is composed of the same functional entities as for UE 2, as described in subclause 9.2.1.6, without the support of ProSe capabilities.
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UE 2 is a device using ProSe UE-to-network relay, and supporting application(s) related to one or more MC services. It is composed of the following functional entities:
-	for common services, a group management client as described in subclause 7.4.2.2.3, a configuration management client as described in subclause 7.4.2.2.1, an identity management client as described in subclause 7.4.2.2.5 and a key management client as described in subclause 7.4.2.2.7;
-	for MC services, MC service clients as described in subclause 7.4.2.3.1 with relevant application functions of the corresponding MC service defined in the corresponding MC service TS; and
-	for signalling control, a signalling user agent as described in subclause 7.4.3.1.1 and an HTTP client as described in subclause 7.4.3.3.1.
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[bookmark: _Toc433209647][bookmark: _Toc453260157][bookmark: _Toc453261044][bookmark: _Toc453279781][bookmark: _Toc459375119][bookmark: _Toc468105357][bookmark: _Toc468110452][bookmark: _Toc155282017]9.2.2.1	Administration of MC service, SIP core and EPS 
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This subclause describes five different deployment scenarios in which different administration of MC service, SIP core and EPS are described, together with the sensitivities of identities and other forms of signalling in those scenarios.
In each of these scenarios, the owner of the devices at each plane may be different from the organisation that administers these devices. For example, the MC service provider may own some RAN components within the EPS even when the EPS is administered by the PLMN operator, and the MC service UE may be owned by an organisation that is independent from PLMN and MC service providers.
[bookmark: _Toc433209649][bookmark: _Toc453260159][bookmark: _Toc453261046][bookmark: _Toc453279783][bookmark: _Toc459375121][bookmark: _Toc468105359][bookmark: _Toc468110454][bookmark: _Toc155282019]9.2.2.1.2	Common administration of all planes
In this scenario, all planes (application services layer, SIP core and EPS) are administered by the same party. This is illustrated in figure 9.2.2.1.2-1 below.


Figure 9.2.2.1.2-1: Common administration of all services by one operator
Although the identities in each plane are separate according to clause 8, there is no particular sensitivity of identities and other information at the application plane, and these may be exposed to the SIP core and the EPS.
All authorisation and authentication mechanisms at each plane, i.e. the application services layer, SIP core and EPS, shall be separate, but there may be no need for any restrictions in how these are stored and managed; for example the same entity could provide services to each of the application services layer, SIP core and EPS.
[bookmark: _Toc433209650][bookmark: _Toc453260160][bookmark: _Toc453261047][bookmark: _Toc453279784][bookmark: _Toc459375122][bookmark: _Toc468105360][bookmark: _Toc468110455][bookmark: _Toc155282020]9.2.2.1.3	MC service provider separate from SIP core and EPS
In this scenario, as illustrated in figure 9.2.2.1.3-1, the MC service provider is separate and independent from the PLMN operator, and the MC service is administered independently of the EPS and SIP core. The PLMN operator administers the EPS and the SIP core.


Figure 9.2.2.1.3-1: MC service provider administers MC service separately from SIP core and EPS
The MC service provider may require that all application services layer identities and other sensitive information are hidden both from the SIP core and the EPS.
When required by the MC service provider, all authentication and authorisation mechanisms, including security roots, at the application services layer are hidden from and not available to the PLMN operator.
[bookmark: _Toc433209651][bookmark: _Toc453260161][bookmark: _Toc453261048][bookmark: _Toc453279785][bookmark: _Toc459375123][bookmark: _Toc468105361][bookmark: _Toc468110456][bookmark: _Toc155282021]9.2.2.1.4	MC service provider administers SIP core, separate from EPS
In this scenario, as illustrated in figure 9.2.2.1.4-1, the MC service provider administers the SIP core, and the MC services and SIP core are independent of the PLMN operator.


Figure 9.2.2.1.4-1: MC service provider provision of SIP core, separate domain from EPS
The MC service provider may require that all identities and other sensitive information at the application services layer are hidden from the EPS. The MC service provider need not hide the identities and signalling at the application services layer from the SIP core. However the MC service provider may require that identities and other sensitive information between SIP core and SIP client in the MC service UE are also hidden from the EPS.
All authentication and authorisation mechanisms, including security roots, at both application services layer and at SIP signalling plane may need to be hidden from, and not available to, the PLMN operator. 
[bookmark: _Toc433209652][bookmark: _Toc453260162][bookmark: _Toc453261049][bookmark: _Toc453279786][bookmark: _Toc459375124][bookmark: _Toc468105362][bookmark: _Toc468110457][bookmark: _Toc155282022]9.2.2.1.5	SIP core partially administered by both PLMN operator and MC service provider
In this scenario, as illustrated in figure 9.2.2.1.5-1, the SIP core is partially administered by both parties, for example when the SIP core registrar is administered by the MC service provider, but the SIP core registrar finder and proxy is administered by the PLMN operator.


Figure 9.2.2.1.5-1: MC service provider partial provision of SIP core, separate domain from EPS
The MC service provider may require that all identities and signalling at the application services layer are hidden from the EPS, and may require identities and other sensitive information to be hidden from the PLMN operator administered part of the SIP core.
All authentication and authorisation mechanisms, including security roots, at the application services layer may need to be hidden from, and not available to, the PLMN operator.
[bookmark: _Toc453260163][bookmark: _Toc453261050][bookmark: _Toc453279787][bookmark: _Toc459375125][bookmark: _Toc468105363][bookmark: _Toc468110458][bookmark: _Toc433209653][bookmark: _Toc155282023]9.2.2.1.6	PLMN operator administers SIP core with SIP identities administered by MC service provider
In this scenario, the PLMN operator administers the SIP core. However, the identities used by the SIP core (IMPI and IMPU) for MC service UEs served by the MC service provider are provided from the SIP database of the MC service provider.


Figure 9.2.2.1.6-1: MC service provider provides identities to PLMN operator SIP core
The MC service provider may require that all identities and signalling at the application services layer are hidden from the SIP core and EPS.
When required by the MC service provider, all authentication and authorisation mechanisms, including security roots, at the application services layer may need to be hidden from, and not available to, the PLMN operator.
The security roots (authentication keys) required for access to the signalling control plane are not available to the PLMN operator as these are held in the MC service provider's SIP database. However, derived parameters e.g. authentication vectors are provided to the SIP core to allow signalling control plane authentication to take place.
[bookmark: _Toc453260164][bookmark: _Toc453261051][bookmark: _Toc453279788][bookmark: _Toc459375126][bookmark: _Toc468105364][bookmark: _Toc468110459][bookmark: _Toc155282024]9.2.2.2	MC service user database, SIP database and HSS
Figures 9.2.2.2-1 to 9.2.2.2-4 show the possible deployment scenarios of the MC service user database and SIP database, including collocation with the HSS.
The MC service user database may be combined with an HSS in some deployment scenarios (e.g. when the MC service provider and the PLMN operator are part of the same trust domain). 
The MC service user database may be a user data repository (UDR) in deployment scenarios when the UDC architecture is applied (see 3GPP TS 23.335 [15]), in that case the MC service server and the configuration management server are assumed to be application front-ends and the Ud interface is used to access data from the repository.
NOTE 1:	As an implementation option, the SIP database can be located within the SIP core, in which case the AAA‑1 interface is not exposed.
NOTE 2:	The MC service user database and the MC service server are always deployed in the same network i.e. both in the PLMN operator's network or both in the MC service provider's network.


Figure 9.2.2.2-1: Collocation of MC service user database and SIP database with HSS
The HSS depicted in figure 9.2.2.2-1 can be deployed either in the PLMN operator's network or the MC service provider's network.


Figure 9.2.2.2-2: Shared PLMN operator and MC service provider based deployment of MC service - SIP database collocated with HSS with separate MC service user database
The MC service user database depicted in figure 9.2.2.2-2 can be deployed in the PLMN operator's network or the MC service provider's network, and the HSS depicted in figure 9.2.2.2-2 can be deployed in the same or different network to the MC service user database i.e. PLMN operator's network or the MC service provider's network.


Figure 9.2.2.2-3: Shared PLMN operator and MC service provider based deployment of MC service - MC service user database and SIP database deployed together, with separate HSS
The MC service user database and SIP database depicted in figure 9.2.2.2-3 can be deployed in the PLMN operator's network or the MC service provider's network, and the HSS depicted in figure 9.2.2.2-3 can be deployed in the same or different network to the MC service user database i.e. PLMN operator's network or the MC service provider's network.


Figure 9.2.2.2-4: Shared PLMN operator and MC service provider based deployment of MC service - separate HSS, MC service user database and SIP database
Each of the MC service user database, SIP database and HSS depicted in figure 9.2.2.2-4 can be deployed in the same or different networks i.e. PLMN operator's network or the MC service provider's network.
[bookmark: _Toc453260165][bookmark: _Toc453261052][bookmark: _Toc453279789][bookmark: _Toc459375127][bookmark: _Toc468105365][bookmark: _Toc468110460][bookmark: _Toc433209654][bookmark: _Toc155282025]9.2.2.3	Control of bearers by SIP core and MC service server
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This subclause describes two different scenarios in which bearers are controlled by access to Rx by either the SIP core or the MC service server.
These may provide suitable models for each of the scenarios listed in subclause 9.2.2.1. However, there is no direct correlation of any of the scenarios described in this subclause to each of the scenarios described in subclause 9.2.2.1.
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In this scenario, bearer control is performed by the SIP core alone, as shown in figure 9.2.2.3.2-1 below.


Figure 9.2.2.3.2-1: Bearer control by SIP core
[bookmark: _Toc453260168][bookmark: _Toc453261055][bookmark: _Toc453279792][bookmark: _Toc459375130][bookmark: _Toc468105368][bookmark: _Toc468110463][bookmark: _Toc155282028]9.2.2.3.3	Control of bearers by MC service server
In this scenario, bearer control is performed by the MC service server alone, as shown in figure 9.2.2.3.3-1 below.


Figure 9.2.2.3.3-1: Bearer control by MC service server
[bookmark: _Toc453260169][bookmark: _Toc453261056][bookmark: _Toc453279793][bookmark: _Toc459375131][bookmark: _Toc468105369][bookmark: _Toc468110464][bookmark: _Toc155282029]9.3	Architecture model for off-network operations
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Figure 9.3.1-1 shows the off-network architectural model for the MC system solution for inter-UE communication, where no relay function is used.


Figure 9.3.1-1: Off-network architectural model for inter-UE communication where no relay function is used
Figure 9.3.1-2 shows the off-network architectural model for the MC system solution for configuration management and group management.


Figure 9.3.1-2: Off-network architectural model for configuration management and group management
NOTE 1:	The offline common services server denoted in figure 9.3.1-2 could be provided by a portable device e.g. laptop.
NOTE 2:	Non-EPS access can be any IP-CAN that is mutually supported by the offline common services server and the UE 3, and which provides necessary connectivity for the CSC-11 and CSC-12 reference points. It is out of scope of this specification what type of IP-CANs are supported, but could be e.g. USB, Bluetooth or WLAN.
The offline common services server could be the same entity (or set of entities) as the common services core. In this case the configuration management server shall not configure to the same user on the same UE, with parameters provisioned by offline and online configuration simultaneously. The configuration management server shall not configure to the same user on the same UE for the same parameters by using CSC-11 and CSC-4 reference points simultaneously.
The entities within this model are described in the following subclauses and a full functional model is given in subclause 7.3.2.
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The UE 3 is a UE using ProSe and supporting application(s) related to off-network MC service, and is composed of the following functional entities:
-	for MC services, MC service clients as described in subclause 7.4.2.3.1 with relevant application functions of the specific MC service defined in the corresponding MC service TS;
-	for signalling control, a signalling user agent as described in subclause 7.4.3.1.1;
-	for configuration management, a configuration management client as described in subclause 7.4.2.2.1; and
-	for group management, a group management client as described in subclause 7.4.2.2.3.
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The UE 4 represents one or more UEs with the same functionality as UE 3.
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The offline common services server supports configuration applications related to MC service, and is composed of the following functional entities:
-	for configuration management, a configuration management server as described in subclause 7.4.2.2.2; and
-	for group management, a group management server as described in subclause 7.4.2.2.4.
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Roaming is achieved using either:
-	EPC-level roaming as defined in 3GPP TS 23.401 [17]; or
-	IMS-level roaming as defined in 3GPP TS 23.228 [9].
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[bookmark: _Toc433209662][bookmark: _Toc155282038]10.1.1.1	MC service configuration on primary MC system
Depicted in figure 10.1.1.1-1 is a MC service configuration time sequence of the data related to specific MC service, representing the general lifecycle of MC service UE using an MC service.


Figure 10.1.1.1-1 MC service UE configuration time sequence and associated configuration data 
The MC service UE is provided with initial UE configuration via a bootstrap procedure that provides the MC service UE's clients (e.g. MC service client, group management client, configuration management client, identity management client, key management client, functional alias management client) with critical information needed to connect to the MC system. This includes PDN connection information corresponding to the configured MC services on the MC service UE (see "EPS bearer considerations" in the 3GPP TS 23.379 [16]) and on-network server identity information for all application plane servers with which the MC service UE needs to interact. See annex A.6 for more information.
The MC service UE is provided with UE configuration, MC service user profile configuration and group configuration via online configuration. While the MC service UE is using the MC service it may receive online configuration updates. If the MC service user profile configuration contains multiple MC service user profiles for an authenticated MC service user, then the MC service client and MC service server set the active MC service user profile to the configured pre-selected MC service user profile after MC service authorization (which can be updated by the MC service user using the procedure specified in subclause 10.1.4.6). The active MC service user profile can be changed by the MC service user to a different MC service user profile during MC service service (see MC service TSs).
The MC service is configured with the service configuration (not shown in the figure 10.1.1.1-1) which the MC service enforces during the entire phase of MC service UE using the MC service.
[bookmark: _Toc453260178][bookmark: _Toc453261065][bookmark: _Toc453279802][bookmark: _Toc459375140]Editor's note:	The extent of MC services available to an MC service UE with an unauthenticated MC user or unauthorized MC service user is described as 'limited services' in 3GPP TS 33.180 and is FFS. 
Editor's note:	The decision by the MC service UE to continue use of initial configuration data after MC service authorisation or discontinue its use in favour of configuration data obtained after MC service authorisation is FFS.
[bookmark: _Toc468105378][bookmark: _Toc468110473][bookmark: _Toc155282039]10.1.1.2	MC service configuration for migration to partner MC system
Figure 10.1.1.2‑1 depicts a general MC service configuration time sequence of the data related to MC service, representing the general lifecycle of MC service UE which obtains MC service when migrated to a partner MC system. The MC service user can only receive MC service from one MC system at a time.


Figure 10.1.1.2-1 MC service UE configuration sequence for migration
The MC service user and MC service UE first follow the MC service UE configuration and MC service user authorization steps described in subclause 10.1.1.1 to obtain one or more MC service user profiles from the primary MC system. Each user profile received from the primary MC system contains a list of partner MC systems to which migration is permitted using that user profile, together with the access information needed to communicate with the application plane servers of the partner MC system. See Annex A.3 for more information. The MC service user also obtains the necessary security parameters needed to authenticate and become service authorized on the partner MC system; the process for this is specified in 3GPP TS 33.180 [25].  At this point, the MC UE is configured sufficiently for the partner system so that the MC service user is capable of utilizing "limited services" as described in 3GPP TS 33.180 [25].
NOTE 1:	The above steps which enable migration to take place may be carried out some time in advance of migration. The MC service user could repeatedly obtain migrated MC service, e.g. on successive days while located in the area of the partner MC system, without needing to obtain the initial configuration afresh in advance of each period of migrated MC service. The user profile from the primary MC system must be retained to provide the access information to permit this.
To initiate migration, the desired partner system from those listed in the chosen user profile is selected, and the access information provided in the user profile is used to initiate communication with the partner MC system. 
NOTE 2:	Selection of the relevant partner MC system could be performed as a result of a manual action by the user or automatically by an application in the MC service UE, e.g. according to the current location of the MC service UE or according to the serving PLMN of the MC service UE.
The MC service user performs user authentication to the partner MC system as specified in 3GPP TS 33.180 [25]. The MC service UE performs signalling plane migration.
NOTE 3:	The security aspects of the signalling plane migration are outside the scope of the present document.
The user profile or profiles for that MC service user which are to be used for service when migrated to the partner MC system are then downloaded to the configuration management client in the MC service UE by the partner MC system, and these downloaded profile or profiles are used by the MC service user during the ensuing period of MC service on the partner MC system. 
NOTE 4:	The user profile obtained from the primary MC system is simply used to provide access information for the partner MC system and is not otherwise used by the MC service client during migrated MC service.
Group configuration for the MC service groups listed in the user profile are then obtained by the group management client in the MC service UE. After these configuration steps, the MC service user obtains service authorization on the partner MC system.
Once service authorized, further configuration changes may be provided by the partner MC system during the period of operational MC service, in accordance with subclause 10.1.1.1. The partner MC system enforces the use of the user profiles and group configuration that have been provided by the configuration process described in this subclause. 
[bookmark: _Toc155282040]10.1.2	Information flows for MC service configuration
[bookmark: _Toc453260179][bookmark: _Toc453261066][bookmark: _Toc453279803][bookmark: _Toc459375141][bookmark: _Toc468105379][bookmark: _Toc468110474][bookmark: _Toc155282041]10.1.2.1	Store group configuration request
Table 10.1.2.1-1 describes the information flow store group configuration request from the group management client to the group management server.
Table 10.1.2.1-1: Store group configuration request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group configuration data
	M
	MC service group configuration data



[bookmark: _Toc453260180][bookmark: _Toc453261067][bookmark: _Toc453279804][bookmark: _Toc459375142][bookmark: _Toc468105380][bookmark: _Toc468110475][bookmark: _Toc155282042]10.1.2.2	Store group configuration response
Table 10.1.2.2-1 describes the information flow store group configuration response from the group management server to the group management client.
Table 10.1.2.2-1: Store group configuration response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc453260181][bookmark: _Toc453261068][bookmark: _Toc453279805][bookmark: _Toc459375143][bookmark: _Toc468105381][bookmark: _Toc468110476][bookmark: _Toc155282043]10.1.2.3	Get group configuration request
Table 10.1.2.3-1 describes the information flow get group configuration request from the group management client to the group management server.
Table 10.1.2.3-1: Get group configuration request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group information reference
	M
	Reference to configuration data for the MC service group

	MC services requested
(see NOTE)
	O
	Service(s) for which group configuration is requested; one or more of MCPTT, MCVideo, MCData

	NOTE:	If 'MC services requested' is not present, group configuration is requested for all services defined for the MC service group



[bookmark: _Toc453260182][bookmark: _Toc453261069][bookmark: _Toc453279806][bookmark: _Toc459375144][bookmark: _Toc468105382][bookmark: _Toc468110477][bookmark: _Toc155282044]10.1.2.4	Get group configuration response
Table 10.1.2.4-1 describes the information flow get configuration response from the group management server to the group management client.
Table 10.1.2.4-1: Get group configuration response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group configuration data
	M
	MC service group configuration data



[bookmark: _Toc453260183][bookmark: _Toc453261070][bookmark: _Toc453279807][bookmark: _Toc459375145][bookmark: _Toc468105383][bookmark: _Toc468110478][bookmark: _Toc155282045]10.1.2.5	Subscribe group configuration request
Table 10.1.2.5-1 describes the information flow subscribe group configuration request from the group management client to the group management server.
Table 10.1.2.5-1: Subscribe group configuration request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC services requested
(see NOTE)
	O
	Service(s) for which group configuration is requested; one or more of MCPTT, MCVideo, MCData

	NOTE:	If 'MC services requested' is not present, group configuration is requested for all services defined for the MC service group



[bookmark: _Toc453260184][bookmark: _Toc453261071][bookmark: _Toc453279808][bookmark: _Toc459375146][bookmark: _Toc468105384][bookmark: _Toc468110479][bookmark: _Toc155282046]10.1.2.5a	Subscribe group policy request
Table 10.1.2.5a-1 describes the information flow subscribe group policy request from the MC service server to the group management server.
Table 10.1.2.5a-1: Subscribe group policy request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC services requested
(see NOTE)
	O
	Service(s) for which group configuration is requested; one or more of MCPTT, MCVideo, MCData

	NOTE:	The 'MC services requested' is the same service that requesting MC service server supports.



[bookmark: _Toc155282047]10.1.2.6	Subscribe group configuration response
Table 10.1.2.6-1 describes the information flow subscribe group configuration response from the group management server to the group management client.
Table 10.1.2.6-1: Subscribe group configuration response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc453260185][bookmark: _Toc453261072][bookmark: _Toc453279809][bookmark: _Toc459375147][bookmark: _Toc468105385][bookmark: _Toc468110480][bookmark: _Toc155282048]10.1.2.6a	Subscribe group policy response
Table 10.1.2.6a-1 describes the information flow subscribe group configuration response from the group management server to the MC service server.
Table 10.1.2.6a-1: Subscribe group policy response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc155282049]10.1.2.7	Notify group configuration request
Table 10.1.2.7-1 describes the information flow notify group configuration request from the group management server to the group management client.
Table 10.1.2.7-1: Notify group configuration request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group information reference (see NOTE)
	O
	Reference to information stored relating to the MC service group

	Group related key material (see NOTE)
	O
	Key material for use with the MC service group

	NOTE:	At least one of these information elements shall be present.



[bookmark: _Toc453260186][bookmark: _Toc453261073][bookmark: _Toc453279810][bookmark: _Toc459375148][bookmark: _Toc468105386][bookmark: _Toc468110481][bookmark: _Toc155282050]10.1.2.7a	Notify group policy request
Table 10.1.2.7a-1 describes the information flow notify group policy request from the group management server to the MC service server.
Table 10.1.2.7a-1: Notify group policy request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group configuration data 
	M
	MC service group configuration data



[bookmark: _Toc155282051]10.1.2.8	Notify group configuration response
Table 10.1.2.8-1 describes the information flow notify group configuration response from the group management client to the group management server.
Table 10.1.2.8-1: Notify group configuration response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc155282052]10.1.2.8a	Notify group policy response
Table 10.1.2.8a-1 describes the information flow notify group configuration response from the MC service server to the group management server.
Table 10.1.2.8a-1: Notify group policy response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc155282053]10.1.2.9	Get functional alias configuration request
Table 10.1.2.9-1 describes the information flow get functional alias configuration request from the functional alias management client or the MC service server to the functional alias management server.
Table 10.1.2.9-1: Get functional alias configuration request
	Information element
	Status
	Description

	Functional alias
	M
	URI of the functional alias

	Functional alias information reference
	M
	Reference to configuration data for the functional alias

	MC services requested
(see NOTE)
	O
	Service(s) for which functional alias configuration is requested; one or more of MCPTT, MCVideo, MCData

	NOTE:	If 'MC services requested' is not present, functional alias configuration is requested for all services defined for the functional alias.



[bookmark: _Toc155282054]10.1.2.10	Get functional alias configuration response
Table 10.1.2.10-1 describes the information flow get configuration response from the functional alias management server to the functional alias management client or the MC service server.
Table 10.1.2.10-1: Get functional alias configuration response
	Information element
	Status
	Description

	Functional alias
	M
	URI of the functional alias

	Functional alias configuration data
	M
	Functional alias configuration data



[bookmark: _Toc155282055]10.1.2.11	Subscribe functional alias configuration request
Table 10.1.2.11-1 describes the information flow subscribe functional alias configuration request from the functional alias management client or the MC service server to the functional alias management server.
Table 10.1.2.11-1: Subscribe functional alias configuration request
	Information element
	Status
	Description

	Functional alias
	M
	URI of the functional alias

	MC services requested
(see NOTE)
	O
	Service(s) for which functional alias configuration is requested; one or more of MCPTT, MCVideo, MCData

	NOTE:	If 'MC services requested' is not present, functional alias configuration is requested for all services defined for the functional alias.



[bookmark: _Toc155282056]10.1.2.12	Subscribe functional alias configuration response
Table 10.1.2.12-1 describes the information flow subscribe functional alias configuration response from the functional alias management server to the functional management client or the MC service server.
Table 10.1.2.12-1: Subscribe functional alias configuration response
	Information element
	Status
	Description

	Functional alias
	M
	URI of the functional alias

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc155282057]10.1.2.13	Notify functional alias configuration request
Table 10.1.2.13-1 describes the information flow notify functional alias configuration request from the functional alias management server to the functional alias management client or the MC service server.
Table 10.1.2.13-1: Notify functional alias configuration request
	Information element
	Status
	Description

	Functional alias
	M
	URI of the functional alias

	Functional alias information reference
	M
	Reference to information stored relating to the functional alias



[bookmark: _Toc155282058]10.1.2.14	Notify functional alias configuration response
Table 10.1.2.14-1 describes the information flow notify functional alias configuration response from the functional alias management client or the MC service server to the functional alias management server.
Table 10.1.2.14-1: Notify functional alias configuration response
	Information element
	Status
	Description

	Functional alias
	M
	URI of the functional alias

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc433209743][bookmark: _Toc460616016][bookmark: _Toc460616877][bookmark: _Toc11744158][bookmark: _Toc155282059]10.1.2.15	Void
[bookmark: _Toc460616017][bookmark: _Toc460616878][bookmark: _Toc11744159][bookmark: _Toc155282060]10.1.2.16	Void
[bookmark: _Toc155282061]10.1.2.17	Void
[bookmark: _Toc460616019][bookmark: _Toc460616880][bookmark: _Toc11744162][bookmark: _Toc155282062]10.1.2.18	Void
[bookmark: _Toc11744160][bookmark: _Toc155282063]10.1.2.19	Void
[bookmark: _Toc460616081][bookmark: _Toc460616942][bookmark: _Toc11744286][bookmark: _Toc155282064]10.1.2.20	Void
[bookmark: _Toc460616082][bookmark: _Toc460616943][bookmark: _Toc11744287][bookmark: _Toc155282065]10.1.2.21	Void
[bookmark: _Toc11449473][bookmark: _Toc155282066][bookmark: _Hlk13654027]10.1.2.22	Void
[bookmark: _Toc11449564][bookmark: _Toc155282067]10.1.2.23	Void
[bookmark: _Toc155282068]10.1.2.24	Void
[bookmark: _Toc155282069]10.1.2.25	Void

[bookmark: _Toc453260187][bookmark: _Toc453261074][bookmark: _Toc453279811][bookmark: _Toc459375149][bookmark: _Toc468105387][bookmark: _Toc468110482][bookmark: _Toc155282070]10.1.3	MC service UE configuration data
[bookmark: _Toc433209663][bookmark: _Toc453260188][bookmark: _Toc453261075][bookmark: _Toc453279812][bookmark: _Toc459375150][bookmark: _Toc468105388][bookmark: _Toc468110483][bookmark: _Toc155282071]10.1.3.1	General
[bookmark: _Toc433209664]The MC service UE configuration data has to be known by the MC service UE before it can use the MC service.
[bookmark: _Toc453260189][bookmark: _Toc453261076][bookmark: _Toc453279813][bookmark: _Toc459375151][bookmark: _Toc468105389][bookmark: _Toc468110484][bookmark: _Toc155282072]10.1.3.2	Procedures
[bookmark: _Toc433209665]The procedure for MC service UE obtaining the MC service UE related configuration data is illustrated in figure 10.1.3.2-1.
Pre-conditions:
-	The MC service UE has the secure access to the configuration management server.


Figure 10.1.3.2-1: MC service UE obtains the configuration data
1.	The configuration management client sends a get MC service UE configuration request to the configuration management server for obtaining MC service UE configuration data.
2.	The configuration management server sends get MC service UE configuration response to the configuration management client. This message carries the MC service UE configuration data.
[bookmark: _Toc453260190][bookmark: _Toc453261077][bookmark: _Toc453279814][bookmark: _Toc459375152][bookmark: _Toc468105390][bookmark: _Toc468110485][bookmark: _Toc155282073]10.1.3.3	Structure of UE configuration data
For a MC service, the MC service UE configuration data is listed in the corresponding MC service TS.
[bookmark: _Toc433209666][bookmark: _Toc453260191][bookmark: _Toc453261078][bookmark: _Toc453279815][bookmark: _Toc459375153][bookmark: _Toc468105391][bookmark: _Toc468110486][bookmark: _Toc155282074]10.1.4	MC service user profile
[bookmark: _Toc433209667][bookmark: _Toc453260192][bookmark: _Toc453261079][bookmark: _Toc453279816][bookmark: _Toc459375154][bookmark: _Toc468105392][bookmark: _Toc468110487][bookmark: _Toc424758295][bookmark: _Toc155282075]10.1.4.1	General
[bookmark: _Toc424758296][bookmark: _Toc433209668]An MC service user is identified by an MC service ID. An MC service ID is associated with at least one MC service user profile and can be associated with multiple MC service user profiles (identified by an index and optionally a profile name). This is depicted in figure 10.1.4.1-1.



Figure 10.1.4.1-1: The relationship of MC service user, MC service IDs, MC service user profile and MC services
For an MC service user there can be multiple MC service IDs with the constraint that only one MC service ID exists for a given MC service for that MC service user (e.g. MC service ID X may correspond to MCPTT service and MC service ID Y may correspond to MCVideo service). When the MC service provider requires to support a single MC service ID for all MC services, the value of the multiple MC service IDs is the same (e.g. value of MC service ID X is same as MC service ID Y).
In the case where a single MC service ID is configured for a MC service user for authorized access to multiple MC services, the MC service UE and MC service server shall include the indication of the specific MC service during the communication.
For the same MC service user there can be different MC service user profiles active on different MC service UEs or different MC service user profiles active on the same MC service UE at different times. The MC service user may have one or more specific MC service user profiles defined for use in migration cases, whereby there may be more than one MC service user profiles defined for migration for that MC service user e.g. so that different MC service user profiles can be applied in different partner MC systems. The appropriate MC service user profile for migration for the relevant partner MC system will be provided to the partner MC system by the procedure. For both the cases of MC service on the primary MC system of the MC service user, and MC service when migrating to a partner MC system, only one MC service user profile per MC service client is active at a time.
All MC service user profiles associated with an MC service user are stored in the MC service user database. Different parts of the MC service user profile are provisioned by the Mission Critical Organization, by the MC service provider and by the MC service user, respectively. 
MC service user profile information is downloaded to the MC service UE. The MC service user profile configuration may include more than one information exchange e.g. the configuration management server may provide the MC service UE with a list of some or all enabled MC service user profiles to allow the MC service user to select one (where the list may contain a subset of the MC service user profile information sufficient for the MC service user to distinguish which MC service user profile to select).
When an MC service user is receiving MC service in its primary MC system, the MC service user profile provisioning in the UE is initiated by the configuration management client (e.g. upon MC service user authentication or on reconnect to the MC service), or initiated by the configuration management server (e.g. due to role change or organization change). For a migrating MC service user, the MC service user profile provisioning in the UE is initiated when the MC service user attempts to migrate to a partner MC system, and requests the MC service user profile from a nominated configuration management server in the partner MC system, prior to requesting service authorization from a partner MC service server.
The partner MC system may require that the MC service user profiles for migrating MC service users have parameters imposed by that partner MC system according to its operating and security policies.  For example, there may be limitations in the locations at which migrating MC users can receive service, specific priority levels for migrating MC service users or certain groups to which the migrating MC service users require access. The partner MC system applies any necessary modifications to the MC service user profile received from the primary MC system of the MC service user in accordance with its local requirements. This local profile will be stored, and will be provided to the configuration management server in the partner MC system in order to distribute it to the configuration management client of the migrating MC service user. This modified profile may be sent to the primary MC system of the migrating MC service user so that the primary MC system can validate the modified profile before it is provided to the migrating MC service UE. The modified MC service user profile will subsequently be provided to the MC service server in the partner MC system when the migrating MC user attempts service authorization.
Editor's note: A reference should be added to configuration tables in Annex A to indicate where the local configuration policy can be configured.
[bookmark: _Toc453279817][bookmark: _Toc459375155][bookmark: _Toc468105393][bookmark: _Toc468110488][bookmark: _Toc155282076]10.1.4.2	Information flows for MC service user profile
[bookmark: _Toc446052832][bookmark: _Toc453279818][bookmark: _Toc459375156][bookmark: _Toc468105394][bookmark: _Toc468110489][bookmark: _Toc155282077]10.1.4.2.1	Get MC service user profile request
Table 10.1.4.2.1-1 describes the information flow get MC service user profile request from the configuration management client to the configuration management server.
Table 10.1.4.2.1-1: Get MC service user profile request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the MC service user.



[bookmark: _Toc453279819][bookmark: _Toc459375157][bookmark: _Toc468105395][bookmark: _Toc468110490][bookmark: _Toc155282078]10.1.4.2.2	Get MC service user profile response
Table 10.1.4.2.2-1 describes the information flow get MC service user profile response from the configuration management server to the configuration management client.
Table 10.1.4.2.2-1: Get MC service user profile response
	Information element
	Status
	Description

	MC service user profile data
	M
	One or more MC service user profiles (identified as specified in subclause 10.1.4.1) associated with the MC service ID provided in the associated get MC service user profile request.



[bookmark: _Toc453279820][bookmark: _Toc459375158][bookmark: _Toc468105396][bookmark: _Toc468110491][bookmark: _Toc155282079]10.1.4.2.3	Notification for MC service user profile data update
Table 10.1.4.2.3-1 describes the information flow notification for MC service user profile data update from the configuration management server to the configuration management client.
Table 10.1.4.2.3-1: Notification for MC service user profile data update
	Information element
	Status
	Description

	Pointer to modified MC service user profile data.
	M
	Pointer to the modified MC service user profile data.



[bookmark: _Toc453279821][bookmark: _Toc459375159][bookmark: _Toc468105397][bookmark: _Toc468110492][bookmark: _Toc155282080]10.1.4.2.4	Get updated MC service user profile data request
Table 10.1.4.2.4-1 describes the information flow get updated MC service user profile data request from the configuration management client to the configuration management server.
Table 10.1.4.2.4-1: Get updated MC service user profile data request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originating MC service user.

	Pointer to modified MC service user profile data.
	M
	Pointer to the modified MC service user profile data.



[bookmark: _Toc453279822][bookmark: _Toc459375160][bookmark: _Toc468105398][bookmark: _Toc468110493][bookmark: _Toc155282081]10.1.4.2.5	Get updated MC service user profile data response
Table 10.1.4.2.5-1 describes the information flow get updated MC service user profile data response from the configuration management server to the configuration management client.
Table 10.1.4.2.5-1: Get updated MC service user profile data response
	Information element
	Status
	Description

	Updated MC service user profile data
	M
	MC service user profile data that has been modified.



[bookmark: _Toc453279823][bookmark: _Toc459375161][bookmark: _Toc468105399][bookmark: _Toc468110494][bookmark: _Toc155282082]10.1.4.2.6	Update MC service user profile data request
Table 10.1.4.2.6-1 describes the information flow update MC service user profile data request from the configuration management client to the configuration management server.
Table 10.1.4.2.6-1: Update MC service user profile data request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originating MC service user.

	Updated MC service user profile data
	M
	The contents of the user profile data to be updated.



[bookmark: _Toc453279824][bookmark: _Toc459375162][bookmark: _Toc468105400][bookmark: _Toc468110495][bookmark: _Toc155282083]10.1.4.2.7	Update MC service user profile data response
Table 10.1.4.2.7-1 describes the information flow update MC service user profile data response from the configuration management server to the configuration management client.
Table 10.1.4.2.7-1: Update MC service user profile data response
	Information element
	Status
	Description

	Result
	M
	Indicates the success or failure



[bookmark: _Toc468105401][bookmark: _Toc468110496][bookmark: _Toc155282084]10.1.4.2.8	Update pre-selected MC service user profile request
Table 10.1.4.2.8-1 describes the information flow update pre-selected MC service user profile request from the configuration management client to the configuration management server.
Table 10.1.4.2.8-1: Update pre-selected MC service user profile request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator.

	MC service user profile index
	M
	The MC service user profile index of the MC service user profile that is to be pre-selected by the MC service server at MC service user authentication.



[bookmark: _Toc468105402][bookmark: _Toc468110497][bookmark: _Toc155282085]10.1.4.2.9	Update pre-selected MC service user profile response
Table 10.1.4.2.9-1 describes the information flow update pre-selected MC service user profile response from the configuration management server to the configuration management client. This information flow is sent individually addressed on unicast or multicast.
Table 10.1.4.2.9-1: Update pre-selected MC service user profile response
	Information element
	Status
	Description

	Result
	M
	Indicates the success or failure.



[bookmark: _Toc468105403][bookmark: _Toc468110498][bookmark: _Toc453260193][bookmark: _Toc453261080][bookmark: _Toc453279825][bookmark: _Toc459375163][bookmark: _Toc155282086]10.1.4.2.10	Update selected MC service user profile request
Table 10.1.4.2.10-1 describes the information flow update selected MC service user profile request from the MC service client to the MC service server and is used by the following MC services:
-	MCPTT (as specified in 3GPP TS 23.379 [16]);
-	MCVideo (as specified in 3GPP TS 23.281 [12]); and
-	MCData (as specified in 3GPP TS 23.282 [13]).
Table 10.1.4.2.10-1: Update selected MC service user profile request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator.

	MC service user profile index
	M
	The MC service user profile index of the selected MC service user profile.



[bookmark: _Toc468105404][bookmark: _Toc468110499][bookmark: _Toc155282087]10.1.4.2.11	Update selected MC service user profile response
Table 10.1.4.2.11-1 describes the information flow update selected MC service user profile response from the MC service server to the MC service client and is used by the following MC services:
-	MCPTT (as specified in 3GPP TS 23.379 [16]);
-	MCVideo (as specified in 3GPP TS 23.281 [12]); and
-	MCData (as specified in 3GPP TS 23.282 [13]).
Table 10.1.4.2.11-1: Update selected MC service user profile response
	Information element
	Status
	Description

	Result
	M
	Indicates the success or failure.



[bookmark: _Toc468105405][bookmark: _Toc468110500][bookmark: _Toc155282088]10.1.4.3	MC service user obtains the MC service user profile(s) from the network
[bookmark: _Toc155282089]10.1.4.3.1	MC service user receiving MC service in primary MC system
The procedure for the MC service user obtaining MC service user profiles in the primary MC system of that MC service user is illustrated in figure 10.1.4.3.1-1.
Pre-conditions:
-	The MC service user has performed user authentication in the identity management server.
-	The MC service UE has secure access to the configuration management server.


Figure 10.1.4.3.1-1: MC service user obtains the MC service user profile(s) from the network
1.	The configuration management client sends a get MC service user profile request message to the configuration management server, which includes the MC service ID.
2.	The configuration management server obtains the MC service user profile information.
3.	The configuration management server sends get MC service user profile response message to the configuration management client. When a download is necessary, this message includes all MC service user profiles that are associated with the MC service ID.
[bookmark: _Toc155282090]10.1.4.3.2	MC service user receiving MC service from a partner MC system
Figure 10.1.4.3.2-1 below illustrates mechanism for the configuration management client to retrieve the MC service user profile for the migrating MC service user from the partner MC system.
NOTE:	Any proxy servers at the edges of the primary and partner MC systems which are used to hide the topology of the MC systems from external entities are not shown in this procedure.
Preconditions
-	The MC service user is permitted to migrate to the partner MC system, and the relevant authorizations are configured in both the primary and partner MC systems of that MC service user
-	The MC service user has performed MC service user authentication in the partner MC system, and has received the necessary credentials to retrieve configuration information and to request service authorization.
-	The MC service UE has been provided with addressing information to allow the configuration management client in the MC service UE to access the configuration management server in the partner MC system.


Figure 10.1.4.3.2-1:	Retrieval of user profile in partner MC system
1.	The configuration management client in the MC service UE of the migrating MC service user requests the MC service user profile for migration from the configuration management server in the partner MC system.
2.	The configuration management server in the partner MC system requests the MC service user profile from the configuration management server in the primary MC system of the MC service user.
3.	The configuration management server in the primary MC system of the MC service user retrieves the MC service user profile from the MC service user database in that primary MC system. The identification of the partner MC system to which the MC service user is attempting to migrate is used to determine which MC service user profile is retrieved for that MC service user for migration to that partner MC system.
4.	The configuration management server in the primary MC system provides the MC service user profile to the configuration management server in the partner MC system of the MC service user, optionally requesting validation of the modified MC service user profile.
5.	The partner MC system of the MC service user modifies the MC service user profile according to local configuration information and stores the modified MC service user profile in the MC service user database in the partner MC system.
6.	If the primary MC system requested validation of the MC service user profile in step 4, the configuration management server in the partner MC system of the migrating MC service user may send the modified MC service user profile to the configuration management server of the primary MC system of the MC service user to allow the primary MC system of the MC service user to validate the modified MC service user profile.
7.	The primary MC system of the migrated MC service user validates the modified MC service profile of the migrated MC service user.
8.	The primary MC system of the migrated MC service user responds to the partner MC system with the results of the validation process.
9.	The configuration management server in the partner MC system provides the MC service user profile to the configuration management client of the migrating MC service user,
NOTE:	Step 9 is not followed if the validation process fails.
[bookmark: _Toc433209669][bookmark: _Toc453260194][bookmark: _Toc453261081][bookmark: _Toc453279826][bookmark: _Toc459375164][bookmark: _Toc468105406][bookmark: _Toc468110501][bookmark: _Toc155282091]10.1.4.4	MC service user receives updated MC service user profile data from the network
The procedure for MC service user obtaining updated MC service user profile data (see 3GPP TS 23.379 [16]) that is initiated by the network is illustrated in figure 10.1.4.4-1.
Pre-conditions:
-	The MC service user has performed user authentication in identity management server.
-	The MC service UE has secure access to the configuration management server.
-	The MC service UE has already obtained one or more MC service user profiles.
-	The configuration management server has access to the MC service user profile(s) associated with the MC service ID of the MC service user.


Figure 10.1.4.4-1: MC service user receives updated MC service user profile data from the network
1.	The configuration management server obtains updated MC service user profile data.
2.	The configuration management server sends a notification for MC service user profile data update to the configuration management client.
3.	The configuration management client sends get updated MC service user profile data request to the configuration management server, which includes the MC service ID. 
4.	The configuration management server sends get updated MC service user profile data response to the configuration management client which includes the updated MC service user profile data requested in step 3.
[bookmark: _Toc433209670][bookmark: _Toc453260195][bookmark: _Toc453261082][bookmark: _Toc453279827][bookmark: _Toc459375165]NOTE:	The updated MC service user profile data could be for a specific MC service user profile, a specific parameter in an MC service user profile, a set of MC service user profiles, or all the MC service user profiles for the MC service ID.  MC service user profile data is defined per MC service. E.g. the MC service user profile data related to MCPTT is defined in 3GPP TS 23.379 [16].
[bookmark: _Toc468105407][bookmark: _Toc468110502][bookmark: _Toc155282092][bookmark: _Hlk431425283]10.1.4.5	MC service user updates MC service user profile data to the network
The procedure for MC service user updating the MC service user profile data (see 3GPP TS 23.379 [16]) is illustrated in figure 10.1.4.5-1.
Pre-conditions:
-	The MC service user has performed user authentication in identity management server.
-	The MC service UE has secure access to the configuration management server.
-	The MC service UE has already obtained one or more MC service user profiles.


Figure 10.1.4.5-1: MC service user updates MC service user profile data to the network
1.	The configuration management client is triggered (e.g. by user interaction operation) to update the MC service user profile data on the configuration management server.
2.	The configuration management client sends update MC service user profile data request to the configuration management server, which includes the MC service user profile data to be updated.
3.	The configuration management server stores the received MC service user profile data.
4.	The configuration management server sends update MC service user profile data response to the configuration management client to confirm the MC service user profile data update is complete.
[bookmark: _Toc433209671][bookmark: _Toc453260196][bookmark: _Toc453261083][bookmark: _Toc453279828][bookmark: _Toc459375166]NOTE:	The updated MC service user profile data could be for a specific MC service user profile, a specific parameter in an MC service user profile, a set of MC service user profiles, or all the MC service user profiles for the MC service ID. MC service user profile data is defined per MC service. E.g. the MC service user profile data related to MCPTT is defined in 3GPP TS 23.379 [16].
[bookmark: _Toc468105408][bookmark: _Toc468110503][bookmark: _Toc155282093]10.1.4.6	Updating the pre-selected MC service user profile
The procedure for updating the pre-selected MC service user profile in the configuration for an MC service UE by the MC service user is illustrated in figure 10.1.4.6-1.
Pre-conditions:
-	The MC service user has performed user authentication in identity management server.
-	The MC service UE has secure access to the configuration management server. 
-	The MC service UE has already obtained one or more MC service user profiles.
-	The configuration management client is triggered (e.g. by user interaction, by some automated means) to change the pre-selected MC service user profile.


Figure 10.1.4.6-1: MC service user updates the pre-selected MC service user profile
1.	The configuration management client sends update pre-selected MC service user profile request to the configuration management server, which includes the MC service user's MC service ID and an MC service user profile index that indicates which MC service user profile is to be pre-selected by the MC service server at next MC service authorization.
2.	The configuration management server checks the authorization of the update pre-selected MC service user profile request.
3.	The configuration management server stores the received pre-selected MC service user profile selection.
4.	The configuration management server sends update pre-selected MC service user profile response to the configuration management client to confirm the pre-selected MC service user profile has been set.
NOTE:	Steps 3 to 4 can occur in any order or in parallel.
For each update pre-selected MC service user profile request to the MC service user profile, the configuration management server determines whether the requested update is allowed prior to storing the configuration parameters and updating the MC service user database (via the CSC-13 reference point as specified in 3GPP TS 29.283 [19]). 
After each update to the MC service user profile in the MC service user database, the MC service server receives the changes from the MC service user profile database via the corresponding MC service reference point defined between MC service server and the MC service user database, and all of the MC service UEs associated with the MC service user receive the updated MC service user profile as specified in subclause 10.1.4.4.
A change to the pre-selected MC service user profile while the MC service user is receiving MC service does not have any effect on the active MC service user profile, however, the change will be applied at the next MC service authorization.
Editor's note: Specifying pre-selected MC service user profile specific to each UE associated with an MC service user is FFS.
[bookmark: _Toc468105409][bookmark: _Toc468110504][bookmark: _Toc155282094]10.1.4.7	Updating the selected MC service user profile for an MC service
The procedure for updating the selected MC service user profile within a single MC service for an MC service UE by the MC service user whilst the MC service user is receiving that MC service service is illustrated in figure 10.1.4.7-1. This procedure is used by the following MC services:
-	MCPTT (as specified in 3GPP TS 23.379 [16]);
-	MCVideo (as specified in 3GPP TS 23.281 [12]); and
-	MCData (as specified in 3GPP TS 23.282 [13]).
Pre-conditions:
-	For the MC service (see list above) for which the selected MC service user profile is to be updated:
-	The MC service user has performed user authentication in the identity management server.
-	The MC service UE has secure access to the MC service server.
-	The MC service UE has already obtained multiple MC service user profiles.
-	The MC service UE has performed MC service authorization.
-	The MC service client is triggered (e.g. by user interaction, by some automated means) to select a particular MC service user profile as active.


Figure 10.1.4.7-1: MC service user updates the selected MC service user profile
1.	MC service client sends update selected MC service user profile request to the MC service server, which includes the MC service user's MC service ID and an MC service user profile index that indicates which MC service user profile is selected to be currently active for MC service client.
2.	If the MPCTT server does not have stored the MC service user profile data for the MC service user, then the MC service server obtains the MC service user profile data.
3.	The MC service server stores the selected MC service user profile index for the MC service client.
NOTE 1:	Different MC service user profiles can be active for different MC service clients of the same MC service user.
4.	If the MC service server does not have stored the group configuration data for the selected MC service user profile then the MC service server obtains group configuration data according to the selected MC service user profile (see subclause 10.1.5.2) and subscribes to updates of the group configuration data (see subclause 10.1.5.3).
5.	The MC service server sends update selected MC service user profile response to the MC service client to confirm the active MC service user profile has been set.
NOTE 2:	Steps 4 to 5 can occur in any order or in parallel.
6.	If the MC service client does not have stored the group configuration data for the selected MC service user profile then the MC service client obtains group configuration data according to the successfully selected MC service user profile (see subclauase 10.1.5.2) and subscribes to updates of the group configuration data (see subclause 10.1.5.3).
After each of the MC service server and the MC service UE have successfully negotiated a selected MC service user profile, then both the MC service server and the MC service UE, based upon the selected MC service user profile, clear any currently active service state from any previously selected or pre-selected MC service user profile data (including deaffiliating from relevant groups, disconnecting any MC service calls) and process the successfully negotiated selected MC service user profile data e.g. perform any needed affiliations.
[bookmark: _Toc468105410][bookmark: _Toc468110505][bookmark: _Toc155282095]10.1.5	MC service group configuration management
[bookmark: _Toc433209672][bookmark: _Toc453260197][bookmark: _Toc453261084][bookmark: _Toc453279829][bookmark: _Toc459375167][bookmark: _Toc468105411][bookmark: _Toc468110506][bookmark: _Toc155282096]10.1.5.1	Store group configurations at the group management server
The procedure for store group configurations at the group management server is described in figure 10.1.5.1-1.
Pre-conditions:
-	The group management server may have some pre-configuration data which can be used for online group configuration validation;


Figure 10.1.5.1-1: Store group configurations at group management server
1.	The group configurations are received by the group management client of an authorized user.
2.	The received group configurations are sent to the group management server for storage using a store group configuration request.
3.	The group management server may validate the group configurations before storage.
4.	The group management server stores the group configurations.
5.	The group management server provides a store group configuration response indicating success or failure. If any validation or storage fails, the group management server provides a failure indication in the store group configuration response.
[bookmark: _Toc433209673][bookmark: _Toc453260198][bookmark: _Toc453261085][bookmark: _Toc453279830][bookmark: _Toc459375168][bookmark: _Toc468105412][bookmark: _Toc468110507][bookmark: _Toc155282097]10.1.5.2	Retrieve group configurations at the group management client
The procedure for retrieve group configurations at the group management client is described in figure 10.1.5.2-1. This procedure can be used following service authorisation when the configuration management client has received the list of groups and the group management client needs to obtain the group configurations, or following a notification from the group management server that new group configuration information is available.
Pre-conditions:
-	The group management server has received configuration data for groups, and has stored this configuration data;
-	The MC service UE has registered for service and the group management client needs to download group configuration data applicable to the current user.


Figure 10.1.5.2-1: Retrieve group configurations at group management client
1.	The group management client requests the group configuration data.
2.	The group management server provides the group configuration data to the client.
3.	The group management client stores the group configuration information.
[bookmark: _Toc433209674][bookmark: _Toc453260199][bookmark: _Toc453261086][bookmark: _Toc453279831][bookmark: _Toc459375169][bookmark: _Toc468105413][bookmark: _Toc468110508][bookmark: _Toc155282098]10.1.5.3	Subscription and notification for group configuration data at group management client
The procedure for subscription for group configuration data as described in figure 10.1.5.3-1 is used by the group management client to indicate to the group management server that it wishes to receive updates of group configuration data for groups for which it is authorized.
Pre-conditions:
-	The group management server has some group configurations stored.


Figure 10.1.5.3-1: Subscription for group configurations at group management client
1.	The group management client subscribes to the group configuration information stored at the group management server using the subscribe group configuration request.
2.	The group management server provides a subscribe group configuration response to the group management client indicating success or failure of the request.
The procedure for notification of group configuration data as described in figure 10.1.5.3-2 is used by the group management server to inform the group management client that new group configuration data is available. It can also be used by the group management server to provide new group related key material to the group management client.
Pre-conditions:
-	The group management client has subscribed to the group configuration information
-	The group management server has received and stored new group configuration information, or the group management server has generated and stored new key material, or both of these have occurred.


Figure 10.1.5.3-2: Notification of group configurations to group management client
1.	The group management server provides the notification to the group management client, who previously subscribed for the group configuration information. Optionally, the notify group configuration request may contain group related key material for the group management client.
2.	The group management client provides a notify group configuration response to the group management server.
3.	If the group management server had provided group related key material to the group management client, the group management client stores the key material.
If the group management server has notified the group management client about new group configuration information through this procedure, the group management client may then follow the procedure described in subclause 10.1.5.2 in order to retrieve that group configuration information.
[bookmark: _Toc424654459][bookmark: _Toc428365043][bookmark: _Toc433209678][bookmark: _Toc453260200][bookmark: _Toc453261087][bookmark: _Toc453279832][bookmark: _Toc459375170][bookmark: _Toc468105414][bookmark: _Toc468110509][bookmark: _Toc155282099]10.1.5.3a	Subscription and notification for group policy at MC service server
The procedure for subscription for group configuration data as described in figure 10.1.5.3a-1 is used by the MC service server to indicate to the group management server that it wishes to receive updates of group configuration data for groups for which it is authorized.
Pre-conditions:
-	The group management server has some group configurations stored.


Figure 10.1.5.3a-1: Subscription for group policy at MC service server
1.	The MC service server subscribes to the group policy from the group configuration stored at the group management server using the subscribe group policy request.
2.	The group management server provides a subscribe group policy response to the MC service server indicating success or failure of the request.
The procedure for notification of group policy as described in figure 10.1.5.3a-2 is used by the group management server to inform the MC service server that new group policy is available. 
Pre-conditions:
-	The MC service server has subscribed to the group policy information from group management server.


Figure 10.1.5.3a-2: Notification of group policy to MC service server
1.	The group management server provides the notification to the MC service server, who previously subscribed for the group policy from the group configuration. 
2.	The MC service server provides a notify group policy response to the group management server.
[bookmark: _Toc155282100]10.1.5.4	Structure of group configuration data
The group configuration data contains group configuration data common to all MC services and group configuration data specific to each MC service. All group configuration data is specified in Annex A.4 of the present document.
[bookmark: _Toc453260201][bookmark: _Toc453261088][bookmark: _Toc453279833][bookmark: _Toc459375171][bookmark: _Toc468105415][bookmark: _Toc468110510][bookmark: _Toc155282101]10.1.5.5	Dynamic data associated with a group
[bookmark: _Toc155282102]10.1.5.5.1	Dynamic data associated with a group in MC service server 
There may be dynamic data associated with a group. The following dynamic data is known to the MC service server and provided when requested:
Table 10.1.5.5.1-1: Dynamic data associated with a group
	Parameter description

	Status i.e. indication of potential emergency or in-peril status of the group, together with the identification of the user who has performed the last modification of this status.

	Affiliation status of each MC service ID of the group corresponding to the MC service and the Contact URI(s) from which the user affiliated.

	Contact URIs used for designation of the group e.g. aliases of group broadcast, group regroup group URIs.

	Media description for group media, including transport and multiplexing information.

	Group call ongoing.

	Regroup status of group where regrouping using a preconfigured group is used, e.g. whether group is regrouped, MC service group identity of regroup group.

	Functional alias binding information for each user within the group.



[bookmark: _Toc155282103]10.1.5.5.2	Dynamic data associated with a group in group management server
The group management server may require (e.g., for regrouping) subscribe to a subset of dynamic data including affiliation status, regroup status and emergency status in the MC service server listed in table 10.1.5.5.1-1. 
The affiliation status in the form of a list of MC service IDs of affiliated group members corresponding to the MC service for that group is available in group management server. The group management server can subscribe to this information from the MC service server in Table 10.1.5.5.1-1. Table 10.1.5.5.2‑1 describes the affiliation status contained in the group management server.
Table 10.1.5.5.2-1: Affiliation status in group management server
	Parameter description

	MC service group ID

	List of affiliated group members

	> MCPTT

	>> MCPTT ID

	> MCVideo

	>> MCVideo ID

	> MCData

	>> MCData ID



Editor's note:	The support for affiliation status in the group management server of an MC service user logged into multiple UEs is FFS. 
The regroup status of a group in the form of a list of MC service group IDs of the group being regrouped is available in group management server. The group management server can subscribe to this information from the MC service server in Table 10.1.5.5.1-1. Table 10.1.5.5.2‑2 describes the regroup status contained in the group management server.
Table 10.1.5.5.2-2: Regroup status in group management server
	Parameter description

	List of MC service groups being regrouped into a new group

	> MC service group ID (Constituent MC service group)

	> Corresponding regrouped group information

	>> MC service group ID



The emergency status of a group in the form of a list of MC service group IDs of the group in emergency state is available in group management server. The group management server can subscribe to this information from the MC service server in Table 10.1.5.5.1-1. Table 10.1.5.5.2‑3 describes the emergency status contained in the group management server.
Table 10.1.5.5.2-3: Emergency status in group management server
	Parameter description

	List of MC service groups in emergency state

	> MC service group ID



[bookmark: _Toc155282104]10.1.5.6	Subscription and notification for dynamic data associated with a group
[bookmark: _Toc155282105]10.1.5.6.0	General
An authorized user can request the current dynamic data for an MC service group on request. The dynamic data is described in subclause 10.1.5.5.1.
The group management server can subscribe for affiliation status, regroup status and emergency status associated with a group at the MC service server. The affiliation status, regroup status and emergency status in the group management server is described in subclause 10.1.5.5.2.
[bookmark: _Toc155282106]10.1.5.6.1	Information flows for subscription and notification for dynamic data associated with a group
[bookmark: _Toc155282107]10.1.5.6.1.1	Subscribe group dynamic data request
Table 10.1.5.6.1.1-1 describes the information flow subscribe group dynamic data request from the MC service client to the MC service server and from the group management server to the MC service server.
Table 10.1.5.6.1-1: Subscribe group dynamic data request 
	Information element
	Status
	Description

	MC service group ID
	M
	The MC service group ID for which dynamic data is requested.

	List of group dynamic data type (see NOTE)
	O
	The type of group dynamic data requested, e.g., affiliated status, regroup status, emergency status

	NOTE:	If the Group dynamic data type IE is not present, all types of group dynamic data is requested. This IE shall be present from when the request is sent from the group management sever.



[bookmark: _Toc155282108]10.1.5.6.1.2	Subscribe group dynamic data response
Table 10.1.5.6.1.2-1 describes the information flow subscribe group dynamic data response from the MC service server to the MC service client and from the MC service server to the group management server. This information flow from the MC service server to the MC service client is sent individually addressed on unicast or multicast.
Table 10.1.5.6.1.2-1: Subscribe group dynamic data response 
	Information element
	Status
	Description

	MC service group ID
	M
	The MC service group ID for which dynamic data is requested.

	Status
	M
	Success or failure of the request



[bookmark: _Toc155282109]10.1.5.6.1.3	Notify group dynamic data request
Table 10.1.5.6.1.3-1 describes the information flow notify group dynamic data response from the MC service server to the MC service client and from the MC service server to the group management server. This information flow from the MC service server to the MC service client may be sent individually addressed or group addressed on unicast or multicast (see subclause 10.7.3.4.1).
Table 10.1.5.6.1.3-1: Notify group dynamic data request 
	Information element
	Status
	Description

	MC service group ID
	M
	The MC service group ID for which dynamic data is requested.

	Group dynamic data
	M
	Dynamic data associated with the group as per the requested group dynamic data type(s)



[bookmark: _Toc155282110]10.1.5.6.1.4	Notify group dynamic data response
Table 10.1.5.6.1.4-1 describes the information flow notify group dynamic data response from the MC service client to the MC service server and from the group management server to the MC service server.
Table 10.1.5.6.1.4-1: Notify group dynamic data response 
	Information element
	Status
	Description

	MC service group ID
	M
	The MC service group ID for which dynamic data was received



[bookmark: _Toc155282111]10.1.5.6.2	Procedure for subscription and notification for dynamic data associated with a group by the MC service client
The procedure for subscription for dynamic data associated with an MC service group is described in figure 10.1.5.6.2-1 and is used by the MC service client of the authorized user to obtain the dynamic data from the MC service server.
Pre-conditions:
-	The MC service server holds dynamic data associated with the MC service group.
-	The MC service client is authorized to request the dynamic data associated with the MC service group.


Figure 10.1.5.6.2-1: Subscription for group dynamic data
1.	The MC service client subscribes to the group dynamic data stored in the MC service server using the subscribe group dynamic data request.
2.	The MC service server checks that the MC service client is authorized to receive dynamic data associated with the MC service group.
3.	The MC service server provides a subscribe group dynamic data response to the MC service client indicating success or failure of the request.
The procedure for notification of group dynamic data as shown in figure 10.1.5.6.2-2 is used by the MC service server to inform the MC service client about new group dynamic data.
Pre-conditions:
-	The MC service client has subscribed to the group dynamic data
-	The MC service server has new group dynamic data available.


Figure 10.1.5.6.2-2: Notification of group dynamic data
1.	The MC service server provides the notification to the MC service client, who previously subscribed for the group dynamic data. 
2.	The MC service client provides a notify group dynamic data response to the MC service server.
[bookmark: _Toc155282112]10.1.5.6.3	Procedure for subscription and notification for dynamic data associated with a group by the group management server
The procedure for subscription for affiliation status regroup status and emergency status associated with an MC service group by the group management server is described in figure 10.1.5.6.3-1 and is used by the group management server to obtain the affiliation status (implicit and explicit), regroup status and emergency status from the MC service server.
Pre-conditions:
-	The MC service server is the MC service server within the MC system where the group is defined.


Figure 10.1.5.6.3-1: Subscription for dynamic data associated with a group 
1.	The group management server subscribes to the dynamic data associated with a group stored in the MC service server using the subscribe group dynamic data request.
2.	The MC service server provides a subscribe group dynamic data response to the group management server indicating success or failure of the request by specifying the list of group dynamic data type. The group dynamic data type indicates the group affiliation status, regroup status or emergency status to be subscribed.
The procedure for notification of group affiliation status, regroup status or emergency status as shown in figure 10.1.5.6.3-2 is used by the MC service server to inform the group management server about the updates to the group affiliation status, regroup status or emergency status.
Pre-conditions:
-	The group management server has subscribed to the affiliation status, regroup status or emergency status in the MC service server.
-	The affiliation status, regroup status or emergency status associated with a group subscribed to by the group management server has been updated at the MC service server.


Figure 10.1.5.6.3-2: Notification of dynamic data associated with a group 
1.	The MC service server provides either or all of the affiliation status, regroup status and emergency status via a notification to the group management server based on the list of group dynamic data type which has subscribed.
2.	The group management server provides a notify group dynamic data response to the MC service server.
[bookmark: _Toc155282113]10.1.6	MC service UE migration
[bookmark: _Toc155282114]10.1.6.1	MC service UE obtains migration connectivity information of partner MC system
Connectivity information for the partner MC system, including MC system identification and access information, is contained in the on-network user profiles for MCPTT in 3GPP TS 23.379 [16], for MCVideo in 3GPP TS 23.281 [12] and for MCData in 3GPP TS 23.282 [13].
[bookmark: _Toc155282115]10.1.6.2	Signalling plane registration for the MC service UE between the primary and the partner MC systems
The MC service UE performs the following procedure when connecting to a partner MC system for one or more MC services.
Pre-conditions:
1.	The MC service UE has successfully obtained migration connectivity information for the partner MC system (see subclause 10.1.6.1).
2.	The MC service UE has successfully set-up bearers to the partner MC system's PDN(s).
3.	The configuration management client has secure access to the configuration management server in the primary MC system.
4.	The migration management server in the partner MC system has been configured with the mapping between the SIP identities of the partner MC system and the SIP identities of the primary MC system.


Figure 10.1.6.2-1: MC service UE signalling plane registration in a partner MC system

1.	The signalling user agent sends a SIP registration request to the SIP core of the partner MC system, which includes the partner MC system SIP identities.
NOTE 1:	The signalling user agent uses the partner MC system SIP identities instead of the default SIP private user identity and default SIP public user identity obtained from the MC service UE's ISIM (as typically occurs when registering to the primary MC system).
2.	The SIP core in the partner MC system sends get SIP authentication information request to the migration management server also in the partner MC system, which includes the partner MC system SIP identities received in step 2.
3.	The migration management server in the partner MC system, due to the binding created in the migration management server (see pre-condition 4), recognises the partner MC system SIP identities and determines the identifier of the MC service user's migration management server in the primary MC system and the primary MC system SIP identities.
4.	The migration management server in the partner MC system sends get SIP authentication information request to the migration management server in the primary MC system, which includes the primary MC system SIP identities as determined in step 3.
NOTE 2:	The messaging in the above step traverses the SIP core / IMS of the partner MC system and the SIP core / IMS of the primary MC system. However, for brevity this is not shown in figure 10.1.6.2-1.
5.	The migration management server in the primary MC system sends get SIP authentication information request to the SIP database, via the SIP core / IMS, in the primary MC system, which includes the primary MC system SIP identities received in step 4.
6.	The SIP database in the primary MC system recognises the primary MC system SIP identities and sends get SIP authentication information response to the migration management server, via the SIP core / IMS, in the primary MC system, which includes the primary MC system SIP identities and authentication information (e.g. authentication vectors).
7.	The migration management server in the primary MC system sends get SIP authentication information request to the migration management server in the partner MC system, which includes the primary MC system SIP identities and authentication information received in step 6.
NOTE 3:	The messaging in the above step traverses the SIP core / IMS of the primary MC system and the SIP core / IMS of the partner MC system. However, for brevity this is not shown in figure 10.1.6.2-1.
8.	The migration management server in the partner MC system, due to the binding created in the migration management server (see pre-condition 4), recognises the primary MC system SIP identities, and determines the partner MC system SIP identities.
9.	The migration management server in the partner MC system sends get SIP authentication information response to the SIP core also in the partner MC system, which includes the partner MC system SIP identities and the authentication information as received in step 7.
10.	The SIP core and MC service UE perform the SIP authentication procedure.
11.	The SIP core in the partner MC system sends SIP registration response to the signalling user agent in the MC service UE, which includes an indication that the authentication is successful.
[bookmark: _Toc155282116]10.1.7	Functional alias configuration management
[bookmark: _Toc155282117]10.1.7.1	Retrieve functional alias configurations from the functional alias management server
The procedure for retrieve functional alias configurations from the functional alias management server is described in figure 10.1.7.1-1. This procedure can be used following service authorisation when the configuration management client has received the list of functional aliases and the functional alias management client needs to obtain the functional alias configurations, or following a notification from the functional alias management server that new functional alias configuration information or functional alias configuration update is available. This procedure can be also used by the MC service server under authorization to obtain the functional alias configurations (e.g. upon functional alias activation or call processing).
Pre-conditions:
-	The functional alias management server has received configuration data for functional aliases, and has stored this configuration data;
-	The MC service UE has registered for service and the functional alias management client needs to download functional alias configuration data applicable to the current user.


Figure 10.1.7.1-1: Retrieve functional alias configurations from the functional alias management server
1.	The functional alias management client or the MC service server requests the functional alias configuration data.
2.	The functional alias management server provides the functional alias configuration data to the client or MC service server.
3.	The functional alias management client or MC service server stores the functional alias configuration information.
[bookmark: _Toc155282118]10.1.7.2	Subscription and notification for functional alias configuration data
The procedure for subscription for functional alias configuration data as described in figure 10.1.7.2-1 is used by the functional alias management client to indicate to the functional alias management server that it wishes to receive updates of functional alias configuration data for functional aliases for which it is authorized. This procedure can be also used by the MC service server under authorization to obtain the functional alias configurations and the updates (e.g. upon functional alias activation or call processing).
Pre-conditions:
-	The functional alias management server has some functional alias configurations stored.


Figure 10.1.7.2-1: Subscription for functional alias configurations
1.	The functional alias management client or MC service server subscribes to the functional alias configuration information stored at the functional alias management server using the subscribe functional alias configuration request.
2.	The functional alias management server provides a subscribe functional alias configuration response to the functional alias management client or MC service server indicating success or failure of the request.
The procedure for notification of functional alias configuration data as described in figure 10.1.7.2-1 is used by the functional alias management server to inform the functional alias management client or MC service server that new functional alias configuration data is available.
Pre-conditions:
-	The functional alias management client has subscribed to the functional alias configuration information
-	The functional alias management server has received and stored new functional alias configuration information.


Figure 10.1.7.2-2: Notification of functional alias configurations
1.	The functional alias management server provides the notification to the functional alias management client or MC service server, who previously subscribed for the functional alias configuration information.
2.	The functional alias management client or MC service server provides a notify functional alias configuration response to the functional alias management server.
If the functional alias management server has notified the functional alias management client about new functional alias configuration information through this procedure, the functional alias management client may then follow the procedure described in subclause 10.1.7.1 in order to retrieve that functional alias configuration information.
[bookmark: _Toc155282119]10.1.7.3	Dynamic data associated with a functional alias
[bookmark: _Toc155282120]10.1.7.3.1	Dynamic data associated with a functional alias in MC service server
There may be dynamic data associated with a functional alias. The following dynamic data is known to the MC service server and provided when requested:
Table 10.1.7.3-1: Dynamic data associated with a functional alias
	Parameter description

	Activation status of each functional alias and the corresponding MC service ID of the user who activated that functional alias (subscription and notification procedures for functional alias are defined in clause 10.13.10)



[bookmark: _Toc424654473][bookmark: _Toc428365060][bookmark: _Toc433209702][bookmark: _Toc453260202][bookmark: _Toc453261089][bookmark: _Toc453279834][bookmark: _Toc459375172][bookmark: _Toc468105416][bookmark: _Toc468110511][bookmark: _Toc155282121]10.2	Group management (on-network)
[bookmark: _Toc424654474][bookmark: _Toc428365061][bookmark: _Toc433209703][bookmark: _Toc453260203][bookmark: _Toc453261090][bookmark: _Toc453279835][bookmark: _Toc459375173][bookmark: _Toc468105417][bookmark: _Toc468110512][bookmark: _Toc155282122]10.2.1	General
Group management procedures apply to on-network MC service only.
Group creation provides a dedicated MC service group to individual MC service users to enable the required communication for one or multiple MC services. This includes the normal group creation by administrators as well as user regrouping by authorized user/dispatcher. 
For an MC service, group regrouping enables dispatchers or authorized users to temporarily combine several MC service groups.
NOTE 1: If an authorized MC service user wants to participate in a new group created by the authorized MC service user, then the authorized MC service user needs to have been included in the new group as a member and have affiliated to the new group.
NOTE 2: If an authorized MC service user wants to participate in a temporary group created by a group regroup operation performed by this authorized MC service user, then the authorized MC service user needs to have been an existing member of and affiliated to at least one of the constituent groups that was part of the associated group regroup operation and have affiliated to the new temporary group.
[bookmark: _Toc433209704][bookmark: _Toc453260204][bookmark: _Toc453261091][bookmark: _Toc453279836][bookmark: _Toc459375174][bookmark: _Toc468105418][bookmark: _Toc468110513][bookmark: _Toc424758313][bookmark: _Toc428365062][bookmark: _Toc424654475][bookmark: _Toc155282123]10.2.2	Information flows for group management
[bookmark: _Toc433209705][bookmark: _Toc453260205][bookmark: _Toc453261092][bookmark: _Toc453279837][bookmark: _Toc459375175][bookmark: _Toc468105419][bookmark: _Toc468110514][bookmark: _Toc155282124]10.2.2.1	Group creation request
Table 10.2.2.1-1 describes the information flow group creation request from the group management client to the group management server.
Table 10.2.2.1-1: Group creation request
	Information element
	Status
	Description

	MC service ID list
	M
	List of MC service IDs that are part of the group to be created corresponding to the list of the configured services (see NOTE 1)

	MC service list (see NOTE 2)
	O
	List of MC services whose service communications are to be enabled on the group.

	Proposed MC service group ID
	O
	MC service group ID proposed for the requested group 

	MC service group configuration data
	O
	Configuration data for the requested group (see NOTE 3)

	NOTE 1:	The MC service ID list can be an empty list.
NOTE 2:	This information element shall be included in the message for creating a group configured for multiple MC services.
NOTE 3:	If the MC service group configuration data is not present it can be provided later using the "Store group configuration request" (see subclause 10.1.2.1).



[bookmark: _Toc433209706][bookmark: _Toc453260206][bookmark: _Toc453261093][bookmark: _Toc453279838][bookmark: _Toc459375176][bookmark: _Toc468105420][bookmark: _Toc468110515][bookmark: _Toc155282125]10.2.2.2	Group creation response
Table 10.2.2.2-1 describes the information flow group creation response from the group management server to the group management client.
Table 10.2.2.2-1: Group creation response
	Information element
	Status
	Description

	MC service group ID
	M (see NOTE)
	MC service group ID of the group

	Result
	M
	Indicates success or reason for failure

	NOTE:	If the Result information element indicates failure then the value of MC service group ID information element has no meaning.



[bookmark: _Toc433209707][bookmark: _Toc453260207][bookmark: _Toc453261094][bookmark: _Toc453279839][bookmark: _Toc459375177][bookmark: _Toc468105421][bookmark: _Toc468110516][bookmark: _Toc155282126]10.2.2.3	Group regroup request (group management client – group management server)
Table 10.2.2.3-1 describes the information flow for the group regroup request from the group management client to the group management server.
Table 10.2.2.3-1: Group regroup request
	Information element
	Status
	Description

	MC service group ID list
	M
	List of MC service group IDs to be combined

	Security level (see NOTE 1)
	O
	Required security level for the temporary group

	Priority level
	O
	Required priority level for the temporary group

	MC service list (see NOTE 2)
	O
	A subset of the common MC service(s) to be applied for the regrouped group

	Broadcast regroup
	O
	Indicates that only an authorized MC service user can transmit on this temporary group.

	NOTE 1:	Security level refers to the configuration of media and floor control protection parameters as listed in Annex A.4, table A.4-1
NOTE 2:	If this information element is not present, all the MC service(s) that are common to the groups being regrouped will be applicable for the regrouped group.



[bookmark: _Toc433209708][bookmark: _Toc453260208][bookmark: _Toc453261095][bookmark: _Toc453279840][bookmark: _Toc459375178][bookmark: _Toc468105422][bookmark: _Toc468110517][bookmark: _Toc155282127]10.2.2.4	Group regroup response (group management server – group management client)
Table 10.2.2.4-1 describes the information flow for the group regroup response from the group management server to the group management client.
Table 10.2.2.4-1: Group regroup response
	Information element
	Status
	Description

	MC service group ID
	O (see NOTE)
	MC service group ID of the temporary group

	MC service list
	O
	List of MC services whose service communications are to be enabled on this temporary group

	Result
	M
	Indicates the success or failure of group regroup

	NOTE:	Shall be present if the Result information element indicates that the group regroup operation is successful.  Otherwise MC service group ID shall not be present.



[bookmark: _Toc433209709][bookmark: _Toc453260209][bookmark: _Toc453261096][bookmark: _Toc453279841][bookmark: _Toc459375179][bookmark: _Toc468105423][bookmark: _Toc468110518][bookmark: _Toc155282128]10.2.2.5	Group regroup teardown request
Table 10.2.2.5-1 describes the information flow group regroup teardown request from the group management client to the group management server.
Table 10.2.2.5-1: Group regroup teardown request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the temporary group which is requested to be torn down



[bookmark: _Toc433209710][bookmark: _Toc453260210][bookmark: _Toc453261097][bookmark: _Toc453279842][bookmark: _Toc459375180][bookmark: _Toc468105424][bookmark: _Toc468110519][bookmark: _Toc155282129]10.2.2.6	Group regroup teardown response
Table 10.2.2.6-1 describes the information flow group regroup teardown response from the group management server to the group management client.
Table 10.2.2.6-1: Group regroup teardown response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the temporary group

	Result
	M
	Indicates the success or failure of group regroup teardown



[bookmark: _Toc433209711][bookmark: _Toc453260211][bookmark: _Toc453261098][bookmark: _Toc453279843][bookmark: _Toc459375181][bookmark: _Toc468105425][bookmark: _Toc468110520][bookmark: _Toc155282130]10.2.2.7	Group creation notify
Table 10.2.2.7-1 describes the information flow group creation notify from the group management server to the MC service server(s).
NOTE:	When group is configured for multiple MC services, the group creation notify message is sent from the group management server to the MC service servers configured for the group.
Table 10.2.2.7-1: Group creation notify
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID that was created based on the MC service ID list and the MC services enabled on them

	MC service ID list
	M
	List of MC service IDs that are part of the created group 



[bookmark: _Toc433209712][bookmark: _Toc453260212][bookmark: _Toc453261099][bookmark: _Toc453279844][bookmark: _Toc459375182][bookmark: _Toc468105426][bookmark: _Toc468110521][bookmark: _Toc155282131]10.2.2.8	Group regroup notify
Table 10.2.2.8-1 describes the information flow group regroup notify from the group management server to the MC service server.
Table 10.2.2.8-1: Group regroup notify
	Information element
	Status
	Description

	MC service group ID list
	M
	List of constituent MC service group IDs

	MC service group ID
	M
	MC service group ID of the temporary group

	MC service list
	O
	List of MC services whose service communications are to be enabled on this temporary group.

	Broadcast regroup
	O
	Indicates that only an authorized MC service user can transmit on this temporary group.



[bookmark: _Toc433209713][bookmark: _Toc453260213][bookmark: _Toc453261100][bookmark: _Toc453279845][bookmark: _Toc459375183][bookmark: _Toc468105427][bookmark: _Toc468110522][bookmark: _Toc155282132]10.2.2.9	Group regroup teardown notify
Table 10.2.2.9-1 describes the information flow group regroup teardown notify from the group management server to the MC service server.
Table 10.2.2.9-1: Group regroup teardown notify
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the temporary group which is being torn down


[bookmark: _Toc436920185]
[bookmark: _Toc453260214][bookmark: _Toc453261101][bookmark: _Toc453279846][bookmark: _Toc459375184][bookmark: _Toc468105428][bookmark: _Toc468110523][bookmark: _Toc155282133]10.2.2.10	Group regroup teardown notification
Table 10.2.2.10-1 describes the information flow group regroup teardown notification between group management servers and from the group management server to the group management client.
Table 10.2.2.10-1: Group regroup teardown notification
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the temporary group which is torn down



[bookmark: _Toc436920186][bookmark: _Toc453260215][bookmark: _Toc453261102][bookmark: _Toc453279847][bookmark: _Toc459375185][bookmark: _Toc468105429][bookmark: _Toc468110524][bookmark: _Toc155282134]10.2.2.11	Group regroup teardown notification response
Table 10.2.2.11-1 describes the information flow group regroup teardown notification response between group management servers and from the group management client to the group management server.
Table 10.2.2.11-1: Group regroup teardown notification response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the temporary group which was torn down

	Result
	M
	Indicates the success or failure



[bookmark: _Toc433209714][bookmark: _Toc453260216][bookmark: _Toc453261103][bookmark: _Toc453279848][bookmark: _Toc459375186][bookmark: _Toc468105430][bookmark: _Toc468110525][bookmark: _Toc155282135]10.2.2.12	Group regroup request (group management server – group management server)
Table 10.2.2.12-1 describes the information flow group regroup request between group management servers.
Table 10.2.2.12-1: Group regroup request
	Information element
	Status
	Description

	MC service group ID list
	M
	List of constituent MC service group IDs belonging to the target group management server



[bookmark: _Toc433209715][bookmark: _Toc453260217][bookmark: _Toc453261104][bookmark: _Toc453279849][bookmark: _Toc459375187][bookmark: _Toc468105431][bookmark: _Toc468110526][bookmark: _Toc155282136]10.2.2.13	Group regroup response (group management server – group management server)
Table 10.2.2.13-1 describes the information flow group regroup response between group management servers.
Table 10.2.2.13-1: Group regroup response
	Information element
	Status
	Description

	Result
	M
	Indicates whether the group regroup was accepted or rejected by the group management server in the partner system

	MC service group ID list
	M
	List of constituent MC service group IDs from group management server of the partner system



[bookmark: _Toc433209716][bookmark: _Toc453260218][bookmark: _Toc453261105][bookmark: _Toc453279850][bookmark: _Toc459375188][bookmark: _Toc468105432][bookmark: _Toc468110527][bookmark: _Toc155282137]10.2.2.14	Group regroup notification
Table 10.2.2.14-1 describes the information flow group regroup notification between group management servers and from the group management server to the group management client.
Table 10.2.2.14-1: Group regroup notification
	Information element
	Status
	Description

	MC service group ID list
	M
	List of constituent MC service group IDs

	MC service group ID
	M
	MC service group ID of the temporary group

	Priority level
	O
	Required priority level for the temporary group

	Security level (see NOTE)
	O
	Required security level for the temporary group

	Broadcast regroup
	O
	Indicates that only an authorized MC service user can transmit on this temporary group.

	NOTE:	Security level refers to the configuration of media and floor control protection parameters as listed in Annex A.4, table A.4-1



[bookmark: _Toc433209717][bookmark: _Toc453260219][bookmark: _Toc453261106][bookmark: _Toc453279851][bookmark: _Toc459375189][bookmark: _Toc468105433][bookmark: _Toc468110528][bookmark: _Toc155282138]10.2.2.15	Group regroup notification response
Table 10.2.2.15-1 describes the information flow group regroup notification response between group management servers and from the group management client to the group management server.
Table 10.2.2.15-1: Group regroup notification response
	Information element
	Status
	Description

	MC service group ID list
	M
	List of constituent MC service group IDs

	MC service group ID
	M
	MC service group ID of the temporary group

	Priority level
	M
	Required priority level for the temporary group

	Security level
	M
	Required security level for the temporary group

	Broadcast regroup
	O
	Indicates that only an authorized MC service user can transmit on this temporary group.



[bookmark: _Toc468105434][bookmark: _Toc468110529][bookmark: _Toc433209718][bookmark: _Toc453260220][bookmark: _Toc453261107][bookmark: _Toc453279852][bookmark: _Toc459375190][bookmark: _Toc155282139]10.2.2.16	Group information query request
Table 10.2.2.16-1 describes the information group information query request from group management client to group management server.
Table 10.2.2.16-1: Group information query request
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who performs the query.

	MC service group ID
	M
	The identity of the MC service group to be queried.

	Query type
	M
	It indicates the query type, i.e., membership or affiliated group members.



[bookmark: _Toc468105435][bookmark: _Toc468110530][bookmark: _Toc155282140]10.2.2.17	Group information query response
Table 10.2.2.17-1 describes the information flow group information query response from group management server to group management client.
Table 10.2.2.17-1: Group information query response
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who performs the query.

	MC service group ID
	M
	The identity of the MC service group to be queried.

	Query type
	M
	It indicates the query type, e.g., membership or affiliated group members.

	Query result
	M
	The group information retrieved from the group management server based on the query type, i.e., a list of group members or a list of affiliated group member.



[bookmark: _Toc468105436][bookmark: _Toc468110531][bookmark: _Toc155282141]10.2.2.18	Group membership update request
Table 10.2.2.18-1 describes the information flow group membership update request from the group management client to the group management server.
Table 10.2.2.18-1: Group membership update request
	Information element
	Status
	Description

	MC service group ID
	M
	Identity of the MC service group

	MC service ID list
	M
	List of identities of the MC service users that are affected by this operation 

	Operations 
	M
	Add to or delete from the group



[bookmark: _Toc468105437][bookmark: _Toc468110532][bookmark: _Toc155282142]10.2.2.19	Group membership update response
Table 10.2.2.19-1 describes the information flow group membership update response from the group management server to the group management client.
Table 10.2.2.19-1: Group membership update response
	Information element
	Status
	Description

	MC service group ID
	M
	Identity of the MC service group

	Result
	M
	Indicates the success or failure for the operation



[bookmark: _Toc468105438][bookmark: _Toc468110533][bookmark: _Toc155282143]10.2.2.20	Group membership notification
Table 10.2.2.20-1 describes the information flow group membership notification from the group management server to the MC service server.
Table 10.2.2.20-1: Group membership notification
	Information element
	Status
	Description

	MC service group ID
	M
	Identity of the MC service group

	MC service ID list
	M
	List of identities of the MC service users that are affected by this operation 

	Operations 
	M
	Add to or delete from the group



Table 10.2.2.20-2 describes the information flow group membership notification from the group management server to the group management client.
Table 10.2.2.20-2: Group membership notification
	Information element
	Status
	Description

	MC service group ID
	M
	Identity of the MC service group

	Operations
	M
	Add to or delete from the group


[bookmark: _Toc485420517]
[bookmark: _Toc155282144]10.2.2.21	Group deletion request
Table 10.2.2.21-1 describes the information flow group deletion request from the group management client to the group management server.
Table 10.2.2.21-1: Group deletion request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group to delete



[bookmark: _Toc485420518][bookmark: _Toc155282145]10.2.2.22	Group deletion response
Table 10.2.2.22-1 describes the information flow group deletion response from the group management server to the group management client.
Table 10.2.2.22-1: Group deletion response
	Information element
	Status
	Description

	MC service group ID
	M
	Identity of the MC service group requested deleted  

	Result
	M
	Indicates success (group no longer exists), or failure (group deletion did not occur, eg. authorization failure).



[bookmark: _Toc485420523][bookmark: _Toc155282146]10.2.2.23	Group deletion notification
Table 10.2.2.23-1 describes the information flow group deletion notification from the group management server to the MC service server, and from the group management server to the group management clients for MC service users which are members of the group.
Table 10.2.2.23-1: Group deletion notification
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID has been deleted.



[bookmark: _Toc155282147]10.2.2.24	Group information provision request
Table 10.2.2.24-1 describes the information flow group information provision request from the group management server in the primary MC system of the MC service group to the group management server in the partner MC system of the MC service group.
Table 10.2.2.24-1: Group information provision request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group configuration information
	M
	Configuration information for the MC service group



[bookmark: _Toc155282148]10.2.2.25	Group information provision response
Table 10.2.2.25-1 describes the information flow group information provision response from the group management server in the partner MC system of the MC service group to the group management server in the primary MC system of the MC service group.
Table 10.2.2.25-1: Group information provision response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Indicates success or failure of reception, modification and storage of MC service group configuration information



[bookmark: _Toc155282149]10.2.2.26	Group information request
Table 10.2.2.26-1 describes the information flow group information request from the group management server in the partner MC system of the MC service group to the group management server in the primary MC system of the MC service group.
Table 10.2.2.26-1: Group information request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group



[bookmark: _Toc155282150]10.2.2.27	Group information response
Table 10.2.2.27-1 describes the information flow group information response from the group management server in the primary MC system of the MC service group to the group management server in the partner MC system of the MC service group.
Table 10.2.2.27-1: Group information response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group configuration information
	O
(see NOTE 1)
	Configuration information for the MC service group

	Failure reason
	O
(see NOTE 2)
	Indicates reason for failure to provide MC service group configuration information

	NOTE 1:	Shall be present if the request can be fulfilled by the group management server in the primary MC system of the MC service group.
NOTE 2:	Shall be present if the request cannot be fulfilled by the group management server in the primary MC system of the MC service group.



[bookmark: _Toc468105439][bookmark: _Toc468110534][bookmark: _Toc155282151]10.2.2.28	Group information subscribe request
Table 10.2.2.28-1 describes the information flow group information subscribe request from the group management server in the partner MC system of the MC service group to the group management server in the primary MC system of the MC service group.
Table 10.2.2.28-1: Group information subscribe request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group



[bookmark: _Toc155282152]10.2.2.29	Group information subscribe response
Table 10.2.2.29-1 describes the information flow group information subscribe response from the group management server in the primary MC system of the MC service group to the group management server in the partner MC system of the MC service group.
Table 10.2.2.29-1: Group information subscribe response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Inidicates success or failure of the subscribe request



[bookmark: _Toc155282153]10.2.2.30	Group information notify request
Table 10.2.2.30-1 describes the information flow group information notify request from the group management server in the primary MC system of the MC service group to the group management server in the partner MC system of the MC service group.
Table 10.2.2.30-1: Group information notify request
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	MC service group configuration information
	M
	Configuration information for the MC service group



[bookmark: _Toc155282154]10.2.2.31	Group information notify response
Table 10.2.2.31-1 describes the information flow group information notify response from the group management server in the partner MC system of the MC service group to the group management server in the primary MC system of the MC service group.
Table 10.2.2.31-1: Group information notify response
	Information element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the group

	Result
	M
	Indicates success or failure of the notification request



[bookmark: _Toc155282155]10.2.3	Group creation
Figure 10.2.3-1 below illustrates the group creation operations by authorized MC service user/ MC service administrator to create a group. It applies to the scenario of normal group creation by an MC service administrator and user regrouping operations by authorized user/dispatcher.
Pre-conditions:
1.	The group management client, group management server, MC service server and the MC service group members belong to the same MC system.
2.	The administrator/authorized user/dispatcher is aware of the users' identities which will be combined to form the MC service group.



Figure 10.2.3-1: Group creation
1.	The group management client of the administrator/dispatcher/authorized MC service user requests group create operation to the group management server. The identities of the users being combined and the information of the MC services that are enabled on the group shall be included in this message.
NOTE 1:	The administrator/dispatcher/authorized MC service user can include a proposed MC service group ID in the group creation request. The proposed MC service group ID can be derived from a set of rules previously agreed between the administrator/dispatcher/authorized MC service user and the group management server. The method by which the the administrator/dispatcher/authorized MC service user obtains the set of rules is outside the scope of the present document. 
NOTE 2: The administrator/dispatcher/authorized MC service user can include configuration data for the requested group. The method by which the administrator/dispatcher/authorized MC service user prepares the configuration data for the requested group is outside the scope of the present document, but it could, for example, be derived from pre-prepared templates available to the administrator/dispatcher/authorized MC service user.
2a. If the proposed MC service group ID information element is not present in the group creation request, the group management server generates the MC service group ID. If the proposed MC service group ID information element is present and acceptable to the group management server, the group management server uses the proposed MC service group ID for the new group. If the proposed MC service group ID information element is present but not acceptable to the group management server, the group management server modifies proposed MC service group ID or generates the MC service group ID or rejects the group creation request.
2b.	During the group creation, the group management server stores or creates and stores the information of the group as group configuration data as described in subclause 10.1.5.4. The group management server performs the check on the maximum limit of the total number (Nc6) of MC service group members for the MC service group(s).
3.	The group management server may conditionally notify the MC service server regarding the group creation with the information of the group members (if any). During user regroup, the group management server notifies the MC service server regarding the group creation with the information of the temporary group members. The MC service users of the temporary group may be automatically affiliated, if configured on the MC service server.
4.	The MC service group members (if any) of the MC service group are notified about the newly created MC service group configuration data.
5.	The group management server provides a group creation response to the group management client of the administrator/dispatcher/authorized MC service user. The result information element indicates:
-	success (using proposed MC service group ID); or 
-	success (MC service group ID provided by the group management server); or 
-	failure (proposed MC service group ID not acceptable); or 
-	failure for other reason.

[bookmark: _Toc428365063][bookmark: _Toc433209719][bookmark: _Toc453260221][bookmark: _Toc453261108][bookmark: _Toc453279853][bookmark: _Toc459375191][bookmark: _Toc468105440][bookmark: _Toc468110535][bookmark: _Toc155282156]10.2.4	Group regrouping
[bookmark: _Toc424654476][bookmark: _Toc428365064][bookmark: _Toc433209720][bookmark: _Toc453260222][bookmark: _Toc453261109][bookmark: _Toc453279854][bookmark: _Toc459375192][bookmark: _Toc468105441][bookmark: _Toc468110536][bookmark: _Toc155282157]10.2.4.1	Temporary group formation - group regrouping within an MC system
Figure 10.2.4.1-1 below illustrates the group regroup operations to create a temporary group within an MC system. For simplicity, only the case of two MC service groups being combined is represented, but the procedure is the same if more than two groups are combined.
The temporary group formation is applicable only for groups configured with at least one common MC service. The temporary group formation shall be rejected if any of the requested MC services are not common to all MC service groups in the list.
[bookmark: _Toc534374297]The temporary group created can be a broadcast group or a non-broadcast group.  The broadcast regroup is used for one-way communication where only an authorized MCX user is allowed to transmit and all other regroup members are only allowed to receive the communication (e.g. a call from a dispatcher to all regroup members).  The non-broadcast regroup is used for two-way communication where all regroup members can transmit and receive (i.e, the regroup group call behaves like a normal non-broadcast group call).  The broadcast regroup satisfies the temporary group-broadcast group requirements defined in 3GPP TS 22.180 [2] and is an alternative to the "Temporary group – broadcast group call" procedure (10.6.2.5.3) defined in 3GPP TS 23.379 [16]. 
Pre-conditions:
1.	The group management client, group management server, MC service server and the MC service group members belong to the same MC system. 
2.	The group management client has retrieved the group configurations of the groups to be regrouped.


Figure 10.2.4.1-1: Group regroup for the groups within the same MC system
1.	The group management client of the MC service user requests group regroup operation to the group management server, which is the group management server of one of the groups to be regrouped. The identities of the groups being combined shall be included in this message. The group management client may indicate the security level required for the temporary group. The group management client may indicate the priority level required for the temporary group. The group management client indicates whether the temporary group is a broadcast regroup.
2.	The group management server checks whether group regroup operation is performed by an authorized MC service user, based on group policy. The group management server checks whether group1 or group2 is a temporary group. If group 1 or group2 is a temporary group, then the group regrouping will be rejected, otherwise the group regrouping can proceed. 
3.	The group management server creates and stores the information of the temporary group, including the temporary MC service group ID, the MC service group ID of the groups being combined, the priority level of the temporary group, the security level of the temporary group, and whether the temporary group is a broadcast regroup. If the authorized MC service user does not specify the security level and the priority level, the group management server shall set the lowest security level and the highest priority of the constituent groups. If MC service types of the groups being combined are not identical, group management server determines the overlapping part and stores the MC service list for the temporary group.
4.	The group management server notifies the MC service server regarding the temporary group creation with the information of the constituent groups, i.e. temporary MC service group ID, group1's MC service group ID and group2's MC service group ID. If MC service list is included, MC service server stores it and provides MC service types accordingly.
5.	The group management server notifies the affiliated MC service group members of the constituent MC service groups by sending group regroup notification messages.
6.	The affiliated MC service group members of the constituent MC service groups send individual group regroup notification response messages.
7.	The group management server provides a group regroup response to the group management client of the authorized MC service user. If MC service list is included, group management client stores it and initiates MC service types accordingly. 
8.	The affiliated MC service group members of the constituent MC service groups individually request group configuration data from the group management server for the temporary group, as described in clause 10.1.5.2. The group configuration data includes security, priority, and other parameters.
[bookmark: _Toc424654477][bookmark: _Toc428365065][bookmark: _Toc433209721][bookmark: _Toc453260223][bookmark: _Toc453261110][bookmark: _Toc453279855][bookmark: _Toc459375193][bookmark: _Toc468105442][bookmark: _Toc468110537][bookmark: _Toc155282158]10.2.4.2	Temporary group formation involving multiple MC systems
Figure 10.2.4.2-1 below illustrates the group regroup operations to create a temporary group involving multiple MC systems. For simplicity, only the case of two MC service groups being combined is represented, but the procedure is the same if more than two groups are combined.
NOTE:	The temporary group formation is applicable only for groups configured with the same MC service(s).
Pre-conditions:
1.	The security aspects of sharing the user information between primary and partner MC systems shall be governed as per the service provider agreement between them. In this case, we consider the partner MC system does not share their users' information to the primary MC system.
2.	The primary MC system consists of the group management server 1 and MC service server (primary). The partner MC system consists of the group management server 2 and MC service server (partner).
3.	The group management client of the authorized MC service user belongs to the primary MC system. 
4.	The group management client has retrieved the group configurations of the groups to be regrouped.


Figure 10.2.4.2-1: Temporary group formation - group regrouping involving multiple MC systems
1.	The group management client of the MC service user (e.g. dispatcher) requests group regroup operation to the group management server 1 (which is the group management server of one of the groups to be regrouped). The identities of the groups being combined shall be included in this message. The group management client may indicate the security level required for the temporary group. The group management client may indicate the priority level required for the temporary group. The group management client indicates whether the temporary group is a broadcast regroup.
2.	The group management server checks whether group regroup operation is performed by an authorized MC service user, based on group policy. The group management server 1 checks whether group1 is a temporary group. If group1 is a temporary group, then the group regrouping will be rejected, otherwise the group regrouping can proceed.
3.	The group management server 1 forwards the group regroup request to the target group management server 2 with the information of the group management server 2 MC service groups.
4.	The group management server 2 checks whether group2 is a temporary group. If group2 is a temporary group, then the group regrouping will be rejected, otherwise the group regrouping can proceed.
5.	The group management server 2 provides a group regroup response. Due to security aspects concerning sharing information among different MC systems, the group management server 2 does not share the users' information of the groups under its management to the group management server 1. Any regroup action that violates the rules specified in subclause 10.2.4.4 shall cause a negative response and the current procedure to proceed to step 15.
NOTE:	If there is a trust relationship between the primary MC service provider and the partner MC service provider, the partner MC system can share their users' information to the primary MC system at this step. If there is a change in partner MC system's constituent group membership, the synchronization procedure with the primary MC system for temporary group is out of scope of this specification
6.	The group management server 1 creates and stores the information of the temporary group, including the temporary MC service group ID, off-network information, and the MC service IDs of the groups being combined, the priority level of the temporary group, the security level of the temporary group, and whether the temporary group is a broadcast regroup. If the authorized MC service user does not specify the security level and the priority level, the group management server shall set the lower security level and the higher priority of the constituent groups.
7.	The group management server 1 notifies the group management server 2 about its group regroup operation.
8.	The group management server 2 acknowledges the group management server 1 and the group management server 2 also stores the information about the temporary group including the temporary MC service group ID, the MC service group IDs of the groups being combined, the priority level of the temporary group and the security level of the temporary group.
9.	The group management server 2 notifies the partner MC service server regarding the temporary group creation with the information of the constituent groups i.e. temporary MC service group ID, group1's MC service group ID and group2's MC service group ID.
10.	Partner MC service server acknowledges the notification from the group management server 2.
11.	The group management server 2 notifies the affiliated MC service group members of the constituent MC service groups of the group management server 2, possibly with an indication of a lower security level.
12.	The affiliated MC service group members of the constituent MC service groups of the group management server 2 send individual group regroup notification responses to the group management server 2.
13.	The group management server 1 notifies the MC service server of the primary system regarding the temporary group creation with the information of the constituent groups, i.e. temporary MC service group ID, group1's MC service group ID and group2's MC service group ID. If there are active calls to be merged, then the group management server 1 includes an indication to merge active calls.
14.	Primary MC service server acknowledges the notification from the group management server 1.
15.	The group management server 1 notifies the affiliated MC service group members of the constituent MC service groups of the group management server 1 by sending group regroup notification messages.
16. The affiliated MC service group members of the constituent MC service groups of group management server 1 send individual group regroup notification responses to the group management server 1.
17.	The group management server 1 provides a group regroup response to the group management client of the authorized MC service user (e.g. dispatcher). 
18.	The affiliated MC service group members of the constituent MC service groups of the group management servers individually request group configuration data from the group management servers for the temporary group, as described in clause 10.1.5.2. The group configuration data includes security, priority, and other parameters.
[bookmark: _Toc428365066][bookmark: _Toc433209722][bookmark: _Toc453260224][bookmark: _Toc453261111][bookmark: _Toc453279856][bookmark: _Toc459375194][bookmark: _Toc468105443][bookmark: _Toc468110538][bookmark: _Toc155282159]10.2.4.2a	Temporary group tear down within an MC system
Figure 10.2.4.2a-1 below illustrates the tearing down procedure of temporary group created through the group regroup operation. The procedure can be used when, e.g., the specific task for which the temporary group was created has been completed or a busier period occurs. For simplicity, only the teardown case for a temporary group with two MC service groups is represented. The procedure is applicable for more than two groups combined in this temporary group.
Pre-condition:
-	The temporary group to be torn down is comprised of multiple MC service groups, and is created through the group regrouping procedure as described in subclause 10.2.4.1.


Figure 10.2.4.2a-1: Temporary group tear down within an MC system
1.	The group management client of the MC service user requests group regroup teardown operation to the group management server (which is the group management server where the temporary group is created and stored). The identity of the temporary group (MC service group ID) being torn down shall be included in this message. This message may route through some other signalling nodes.
2.	The group management server checks whether group regroup operation is performed by an authorized MC service user, based on group policy. The group management server checks whether the MC service group ID is a temporary group. If MC service group ID is not a temporary group, then the group regroup teardown request will be rejected, otherwise the group regroup teardown can proceed.
3.	The group management server tears down the temporary group, i.e., remove the temporary group related information.
4.	The group management server notifies the MC service server regarding the temporary group teardown.
5.	Any active group call for the temporary group is preserved until it is completed. 
6.	The group management server notifies the affiliated MC service group members regarding the temporary group teardown by sending the group regroup teardown notification (6a) and receives a group regroup teardown notification response (6b) messages.
7.	The group management server provides a group regroup teardown confirmation response to the group management client of the authorized MC service user.
[bookmark: _Toc155282160]10.2.4.3	Temporary group tear down involving multiple group host servers
Figure 10.2.4.3-1 below illustrates the tearing down procedure of temporary group created through the group regroup operation. The procedure can be used when, e.g., the specific task for which the temporary group was created has been completed or a busier period occurs. For simplicity, only the teardown case for a temporary group with two MC service groups is represented. The procedure is applicable for more than two groups combined in this temporary group.
Pre-conditions:
1.	The security aspects of sharing the user information between primary and partner MC systems shall be governed as per the service provider agreement between them. In this case, it considers the partner MC system does not share their users' information to the primary MC system.
2.	The primary MC system consists of the group management server 1 and MC service server (primary). The partner MC system consists of the group management server 2 and MC service server (partner).
3.	The group management client of the authorized MC service user belongs to the primary MC system.
4.	The temporary group to be torn down is comprised of multiple MC service groups, and is created through the group regrouping procedure as described in subclause 10.2.4.2.


Figure 10.2.4.3-1: Temporary group tear down
1.	The group management client of the MC service user requests group regroup teardown operation to the group management server 1 (which is the group management server where the temporary group is created and stored). The identity of the temporary group (MC service group ID) being torn down shall be included in this message. This message may route through some other signalling nodes.
2.	The group management server checks whether group regroup operation is performed by an authorized MC service user, based on group policy. The group management server 1 checks whether the MC service group ID is a temporary group. If MC service group ID is not a temporary group, then the group regroup teardown request will be rejected, otherwise the group regroup teardown can proceed.
3.	The group management server 1 tears down the temporary group, i.e., remove the temporary group related information.
4.	The group management server 1 notifies the primary MC service server regarding the temporary group teardown.
5.	Any active group call for the temporary group is preserved until it is completed.
6.	The group management server 1 notifies the affiliated MC service group members regarding the temporary group teardown by sending the group regroup teardown notification (6a) and receives a group regroup teardown notification response (6b) messages.
7.	The group management server 1 sends a group regroup teardown notification (7a) and receives a group regroup teardown notification response (7b) messages with the group management server 2 – group management server in another MC system regarding the temporary group teardown.
8.	The group management server 2 notifies the partner MC service server.
9.	The group management server 2 notifies the affiliated MC service group members regarding the temporary group teardown by sending the group regroup teardown notification (9a) and receives a group regroup teardown notification response (9b) messages. Any active group call for the temporary group is preserved until it is completed.
10.	The group management server 1 provides a group regroup teardown confirmation response to the group management client of the authorized MC service user.
[bookmark: _Toc155282161]10.2.4.4	Group regroup rules
To prevent routing issues and complexity related to group regrouping, the following rules shall be applied:
-	Group regroup in either single MC system or multiple MC systems can take place if:
-	None of the groups to be regrouped are temporary groups; and
-	The groups to be regrouped are not already regrouped into another temporary group; and
-	If the policy of the MC system does not allow a temporary group to include groups that are currently in emergency state, then regrouping of groups can take place if none of the groups to be regrouped are in emergency state.
-	If the policy of the MC system allows a temporary group to include groups from other MC systems, group regrouping containing groups with multiple MC systems can take place if:
-	the MC service server (controlling role) for the regrouped group is the MC service server (controlling role) for all MC service groups involved in the regrouping; or
-	the MC service server (controlling role) for the regrouped group is an MC service server (controlling role) for at least one of the MC service groups involved in the regrouping; or
-	the MC service server (controlling role) for the regrouped group is an MC service server homed by at least one of the MC service groups and the MC system of any involved MC service group allows floor control for the set of regrouped groups to be deferred to the MC service server (controlling role) of the temporary group.
-	If the policy of the MC system does not allow a temporary group to include groups from other MC systems, regrouping of groups with members spanning multiple MC systems can take place if:
-	the MC service server (controlling role) for the regrouped group is the MC service server (controlling role) for all MC service groups involved in the regrouping; or
-	the MC service server (controlling role) for the regrouped group is an MC service server (controlling role) for at least one of the MC service groups involved in the regrouping, and the MC service servers with the controlling roles for all of the groups that are regrouped are within the same MC system.
[bookmark: _Toc468105444][bookmark: _Toc468110539][bookmark: _Toc424654480][bookmark: _Toc428365067][bookmark: _Toc433209723][bookmark: _Toc453260225][bookmark: _Toc453261112][bookmark: _Toc453279857][bookmark: _Toc459375195][bookmark: _Toc155282162]10.2.5	Membership and affiliation list query
[bookmark: _Toc468105445][bookmark: _Toc468110540][bookmark: _Toc155282163]10.2.5.1	General
An MC service user can request the membership or affiliation list on an MC service group regardless the user's group membership or affiliation.
[bookmark: _Toc468105446][bookmark: _Toc468110541][bookmark: _Toc155282164]10.2.5.2	Procedure
Figure 10.2.5.2-1 below illustrates the membership or affiliation list query on an MC service group. 


Figure 10.2.5.2-1: membership or affiliation list query
[bookmark: OLE_LINK46]1.	The group management client of the MC servicer user requests the membership or affiliation list on the MC service group from the group management server by sending a group information query request. The query type is included.
2.	The group management server checks whether the MC servicer user is authorized to perform the query. If authorized, then the group management server retrieves the requested group information based on the query type.
3.	The group management server sends a group information query response including the retrieved group information to the group management client.

[bookmark: _Toc468105447][bookmark: _Toc468110542][bookmark: _Toc155282165]10.2.6	Group membership
[bookmark: _Toc468105448][bookmark: _Toc468110543][bookmark: _Toc155282166]10.2.6.1	Group membership notification
Figure 10.2.6.1-1 illustrates the group membership notification operations to the MC service server(s) and group management clients upon the group membership change at group management server.
Pre-conditions:
1.	The group management server and MC service server serve the same MC system.


Figure 10.2.6.1-1: group membership notification
1.	The membership of a specific MC service group is changed at group management server.
2.	The group management server notifies the MC service server(s) regarding the group membership change with the information of the updated group members.
3.	The group management server updates the group management clients of the MC service users who have been added to or removed from the group.
4.	The group management client requests to retrieve the relevant group configurations from group management server by procedure defined in subclause 10.1.5.2, if the user is added to the group. If the user is deleted from the group, the locally stored group configurations in the MC service UE may be removed.
[bookmark: _Toc468105449][bookmark: _Toc468110544][bookmark: _Toc155282167]10.2.6.2	Group membership update by authorized user
Figure 10.2.6.2-1 below illustrates the group membership update operations by an authorized user/administrator/dispatcher to change the membership a MC service group (e.g. to add or delete group members).
Pre-conditions:
1.	The group management server and MC service server serve the same MC system;
2.	The initiator of this operation is aware of the current group membership of the MC service group;
3.	The Administrator/dispatcher/authorized user is aware of the users' identities which will be added to or deleted from the MC service group.


Figure 10.2.6.2-1: Group membership update by authorized user
1.	The group management client of the administrator/dispatcher/authorized user requests group membership update operation to the group management server.
2.	The group management server updates the group membership information. The group management server may perform the check on the maximum limit of the total number (Nc6) of MC service group members.
3.	The group management server notifies the MC service server(s) regarding the group membership change with the information of the updated group members.
4.	The group members that are added to or deleted from the group by this operation are notified about the group membership change. This step may be followed by retrieving group configurations defined in subclause 10.1.5.2
5.	The group management server provides a group membership response to the group management client of the administrator/dispatcher/authorized user.
[bookmark: _Toc155282168]10.2.7	Group configuration for interconnection
[bookmark: _Toc155282169]10.2.7.1	Overview
The procedures in the following subclauses describe the process for sharing group configuration from a primary MC system of the MC service group to an interconnected partner MC system of the MC service group where MC service clients receiving MC service in the partner MC system of the MC service group need to make use of the MC service group.
The group management server in the primary MC system of the MC service group provides group configuration information to the group management server in the partner MC system of the MC service group. The group management server in the primary MC system of the MC service group may modify the configuration before providing it to that partner MC system in accordance with policies and requirements within the primary MC system (for example the list of members of the group within the primary MC system or within other partner MC systems might not be exposed to that partner system). The means by which the group management server in the primary system determines which configuration parameters are changed is outside the scope of the present document.
The group management server in the partner MC system of the MC service group may modify the configuration before storing it in accordance with policies and requirements within that MC system (for example the priority of the group within that partner MC system, or permitted locations for service within that partner MC system). The group management server in the partner MC system of the MC service group will be the source of group configuration information to the group management clients of any MC service user who is receiving MC service in the partner MC system of the MC service group and who is defined as a member of the MC service group. The list of groups in the user profile for those group members in the partner MC system of the MC service group will contain the address of this group management server in the partner MC system of the MC service group as the address of the server from which to obtain the MC service group configuration for this MC service group.
The procedures in the following subclauses describe the cases where the provision of configuration information is initiated by the group management server in the primary MC system of the MC service group, and where the configuration is requested by the group management server in the partner MC system of the MC service group. There may be additional proxy servers in between the two group management servers on the edges of one or both MC systems so that each group management server is not aware of the network topology of the other MC system. These additional proxy servers are not shown in these procedures.
[bookmark: _Toc155282170]10.2.7.2	Primary MC system provides group configuration to the partner MC system
Figure 10.2.7.2-1 below illustrates the case where the primary MC system of the MC service group provides the group configuration to the partner MC system of the MC service group, e.g. due to an action by an administrator or because the primary MC system of some of the MC service group members is the partner MC system of the MC service group.
Preconditions
-	The MC service group is defined in its primary MC system.
-	One or more MC service group members are defined in the partner MC system.
-	The primary MC system of the MC service group has been configured with addressing information for the group management server in the partner MC system of the MC service group.
-	The primary MC system of the MC service group is authorized to provide group configuration information to the partner MC system of the MC service group.
NOTE 1:	The primary MC system of the MC service group could be configured with an address of the group management server within the partner MC system of the MC service group which is a proxy address, and routing within the partner MC system of the MC service group determines which actual group management server is the correct server to receive the configuration information.
NOTE 2:	The group management server within the partner MC system of the MC service group is responsible for providing MC service group configuration information to MC service group members for whom the partner MC system of the MC service group is their serving MC system.


Figure 10.2.7.2-1:	Primary MC system provides group configuration to partner MC system
1.	The group management server in the primary MC system of the MC service group provides the configuration information related to the MC service group to the group management server in the partner MC system of the MC service group.
NOTE 3:	The group management server in the primary MC system can modify the group configuration information in accordance with local policies and local requirements before it is provided to the partner MC system. Such modification is outside the scope of the present document.
2.	The group management server in the partner MC system of the MC service group modifies the group configuration information received from the primary MC system of the MC service group according to the partner MC system's policies and local configuration information.
3.	The group management server in the partner MC system of the MC service group stores the modified group configuration.
4.	The group management server in the partner MC system may notify the MC service server(s) in the partner MC system of the MC service group of the MC service group configuration.
5.	The group management server of the partner MC system of the MC service group responds to the group management server of the primary MC system of the MC service group that the configuration has been received and stored correctly.
[bookmark: _Toc155282171]10.2.7.3	Partner MC system requests group configuration from the primary MC system
Figure 10.2.7.3-1 below illustrates the case where the partner MC system of the MC service group requests the group configuration from the primary MC system of the MC service group, for example because an MC service user receiving service in the partner MC system of the MC service group has the group configured in the user profile.
Preconditions
-	The MC service group is defined in its primary MC system.
-	The MC service group is configured in the MC service user profiles of one or more MC service users in the partner MC system of the MC service group. 
-	At least one of the MC service users in the partner MC system of the MC service group that is listed as an MC service group member of the MC service group has become MC service authorized with the MC service server in the partner MC system of the MC service group.
-	The group management server in the partner MC system of the MC service group does not have the configuration for the MC service group stored.
-	The partner MC system of the MC service group has been configured with addressing information for the group management server in the primary MC system of the MC service group.
-	The partner MC system of the MC service group is authorized to request group configuration information from the primary MC system of the group.
NOTE 1:	The partner MC system of the MC service group could be configured with an address of the group management server within the primary MC system of the MC service group which is a proxy address, and routing within the primary MC system of the MC service group determines which actual group management server is the correct server to provide the configuration information.
NOTE 2:	The group management server within the partner MC system of the MC service group is responsible for providing group configuration information to MC service group members for whom the partner MC system of the MC service group is their serving MC system.


Figure 10.2.7.3-1:	Partner MC system requests group configuration from primary MC system
1.	The MC service server in the partner MC system of the MC service group requests the group configuration information from the group management server in the partner MC system of the MC service group.
2.	The group management server in the partner MC system of the MC service group requests the group configuration from the group management server in the primary MC system of the MC service group.
3.	The group management server in the primary MC system of the MC service group provides the requested group configuration information.
NOTE 3:	The group management server in the primary MC system can modify the group configuration information in accordance with local policies and local requirements before it is provided to the partner MC system. Such modification is outside the scope of the present document.
4.	The group management server in the partner MC system of the MC service group modifies the group configuration information received from the primary MC system of the MC service group according to the partner MC system's policies and local configuration information.
5.	The group management server in the partner MC system of the MC service group stores the modified group configuration.
6.	The group management server in the partner MC system notifies the MC service server(s) in the partner MC system of the MC service group of the MC service group configuration.
[bookmark: _Toc485420537][bookmark: _Toc155282172]10.2.7.4	Partner MC system subscribes to group configuration
The procedure for subscription from the group management server in the partner system for group configuration information to the group management server in the primary MC system of the MC service group is shown in figure 10.2.7.4-1.
Pre-conditions:
-	The MC service group is defined in its primary MC system.
-	One or more MC service group members are defined in the partner MC system.
-	The GMS in the partner MC system of the MC service group has received group configuration information from the GMS in the primary MC system of the MC service group.


Figure 10.2.7.4-1: Subscription from partner MC system to primary MC system for MC service group configuration
1.	The group management server in the partner MC system of the MC service group subscribes to the group configuration information stored in the group management server in the primary MC system of the MC service group.
2.	The group management server in the primary MC system of the MC service group provides a group information subscribe response to the group management server in the partner MC system of the MC service group indicating success or failure of the request.
[bookmark: _Toc155282173]10.2.7.5	Primary MC system notifies group configuration
The procedure for notification of group configuration information from the group management server in the primary MC system of the MC service group to the group management server in the partner MC system of the MC service group is shown in figure 10.2.7.5-1.
Pre-conditions:
-	The group management server in the partner MC system of the MC service group has subscribed to the group configuration information for the MC service group in the group management server in the primary MC system of the MC service group.
-	The group management server in the primary MC system of the MC service group has received and stored new group configuration information for the MC service group, or the group management server in the primary MC system of the MC service group has generated and stored new key material, or both of these have occurred.


Figure 10.2.7.5-1: Notification of group configuration information to partner MC system of MC service group
1.	The group management server in the primary MC system of the MC service group provides the notification to the group management server in the partner MC system of the MC service group, Optionally, the notify group configuration request may contain group related key material for the group management client.
2.	The group management server in the partner MC system of the MC service group provides a notify group information notify response to the group management server in the primary MC system of the MC service group indicating the success or failure of the notification.
Following completion of the notification procedure, the group management server in the partner MC system of the MC service group stores the group configuration information and any key material provided.
[bookmark: _Toc155282174]10.2.8	Group deletion
Figure 10.2.8-1 below illustrates the group deletion procedure by an authorized MC service user/ MC service administrator to delete a group in the primary MC system. Any actions taken by the group management clients on the UE after receiving the group deletion notification are outside the scope of this procedure.
Pre-conditions:
1.	The group management clients, the group management server, and the MC service server belong to the same MC system.
2.	The group management client (originator) is for an authorized user with authorization to perform the group deletion.


Figure 10.2.8-1: Group deletion
1.	The group management client (originator) of an authorized MC service user sends a group deletion request to the group management server.2.	The group management server checks whether the MC service user is authorized to perform the group deletion operation. For an authorized MC service user, the group management server will proceed to delete the group and move to step 3. If the MC service user is not authorized, then the group management server will not delete the group and move to step 5 sending a group deletion response failure.
3.	The group management server sends a group deletion notification to the MC service server of the group as well as any MC service servers subscribed to the group. When a group is configured for multiple MC services, the group deletion notification is sent from the group management server to all MC service servers subscribed to the group. Affiliations to the deleted group will be removed.
NOTE 1:	Any actions taken by the MC service server upon receiving the group deletion notification are not shown in this procedure. Whether ongoing calls associated with the group deletion are impacted is left to implementation.
4.	The group management server sends the group deletion notification to group management clients for all group members of the deleted group. MC service client affiliations to the deleted group are removed.
NOTE 2:	It is assumed in this flow that the group management client (originator) is not a member of the group, so it does not receive a group deletion notification. 
5.	The group management server sends a group deletion response to the group management client (originator).
[bookmark: _Toc468105450][bookmark: _Toc468110545][bookmark: _Toc155282175]10.3	Pre-established session (on-network)
[bookmark: _Toc424654481][bookmark: _Toc428365068][bookmark: _Toc433209724][bookmark: _Toc453260226][bookmark: _Toc453261113][bookmark: _Toc453279858][bookmark: _Toc459375196][bookmark: _Toc468105451][bookmark: _Toc468110546][bookmark: _Toc155282176]10.3.1	General
A pre-established session is a session established between an MC service client and the MC service server, on a per MC service basis, to exchange necessary media parameters needed for the definition of media bearers, allowing a faster set-up of MC service calls/sessions.
After a pre-established session is established, a media bearer carrying the media and media control messages is always active. The MC service client establishes one or more pre-established sessions to an MC service server after SIP registration, and prior to initiating any MC service related procedures (e.g. calls, sessions) to other MC service users. When establishing a pre-established session, the MC service client negotiates the media parameters, including establishing IP addresses and ports using interactive connectivity establishment (ICE) as specified in IETF RFC 5245 [22], which later can be used in MC service calls/sessions. This avoids the need to negotiate media parameters (including evaluating ICE candidates) and reserving bearer resources during the MC service call/session establishment that results in delayed MC service call/session establishment.
The use of pre-established session on the origination side is completely compatible with the use of on demand session on the termination side. The use of pre-established session on the termination side is completely compatible with the use of on demand session on the origination side.
The pre-established session may be modified by the MC service client and the MC service server using the SIP procedures for session modification.
The pre-established session may be released by the MC service client and the MC service server using the SIP procedures for terminating a SIP session.
[bookmark: _Toc424654482][bookmark: _Toc428365069][bookmark: _Toc433209726][bookmark: _Toc453260227][bookmark: _Toc453261114][bookmark: _Toc453279859][bookmark: _Toc459375197][bookmark: _Toc468105452][bookmark: _Toc468110547][bookmark: _Toc155282177]10.3.2	Procedures
[bookmark: _Toc424654483][bookmark: _Toc428365070][bookmark: _Toc433209727][bookmark: _Toc453260228][bookmark: _Toc453261115][bookmark: _Toc453279860][bookmark: _Toc459375198][bookmark: _Toc468105453][bookmark: _Toc468110548][bookmark: _Toc155282178]10.3.2.1	General
The pre-established session can be established after MC service authorization for the user (see 3GPP TS 23.379 [16]).
The pre-established session is a session establishment procedure between the MC service client and the MC service server to exchange necessary media parameters needed for the definition of the media bearers. After the pre-established session is established, the media bearer carrying the floor control messages is always active. Additionally, the MC service client is able to activate the media bearer carrying the voice whenever needed:
-	immediately after the pre-established session procedure; or
-	using SIP signalling when an MC service call is initiated.
[bookmark: _Toc424654484][bookmark: _Toc428365071][bookmark: _Toc433209728][bookmark: _Toc453260229][bookmark: _Toc453261116][bookmark: _Toc453279861][bookmark: _Toc459375199][bookmark: _Toc468105454][bookmark: _Toc468110549][bookmark: _Toc155282179]10.3.2.2	Pre-established session establishment
The pre-established session is a session between the MC service client and the MC service server in the MC system, and which may utilise other functional entities (e.g. a media distribution function, as defined in subclause 7.4.2.3.5, for means of obtaining media parameters and gathering ICE candidates). Figure 10.3.2.2-1 represents the pre-established session establishment flow.


Figure 10.3.2.2-1: Pre-established session establishment
1.	The MC service client within the MC service UE gathers ICE candidates.
2.	The MC service client within the MC service UE sends a request to the MC service server to create a pre-established session.
3.	MC service server performs necessary service control, obtains media parameters (e.g. by means of interacting with a media distribution function of the MC service server) and gathers ICE candidates.
4.	MC service server sends a create pre-establish session response to the MC service client within the MC service UE.
5.	ICE candidate pair checks take place e.g. between the MC service client within the MC service UE and a media distribution function of the MC service server.
6.	If necessary the MC service client within the MC service UE sends a modify pre-established session request to the MC service server to update the ICE candidate pair for the pre-established session.
7.	The MC service server sends a modify pre-established session response accepting the ICE candidate pair update.
[bookmark: _Toc424654485][bookmark: _Toc428365072]The media sessions consist of at least an active media session carrying the media and media control messages and an inactive media session for the media.
[bookmark: _Toc433209729][bookmark: _Toc453260230][bookmark: _Toc453261117][bookmark: _Toc453279862][bookmark: _Toc459375200][bookmark: _Toc468105455][bookmark: _Toc468110550][bookmark: _Toc155282180]10.3.2.3	Pre-established session modification
Figure 10.3.2.3-1 represents the pre-established session modification flow.


Figure 10.3.2.3-1: Pre-established session modification
1.	The MC service client within the MC service UE gathers ICE candidates, if necessary (e.g. depending on the information that needs to be updated).
2.	The MC service client within the MC service UE sends a request to the MC service server to modify a pre-established session.
3.	MC service server performs necessary service control, obtains any necessary media parameters (e.g. by means of interacting with a media distribution function of the MC service server) and gathers necessary ICE candidates.
4.	MC service server sends a modify pre-establish session response to the MC service client within the MC service UE.
5.	If necessary, ICE candidate pair checks take place e.g. between the MC service client within the MC service UE and a media distribution function of the MC service server.
6.	If necessary the MC service client within the MC service UE sends a modify pre-established session request to the MC service server to update the ICE candidate pair for the pre-established session.
7.	The MC service server sends a modify pre-established session response accepting the ICE candidate pair update.
[bookmark: _Toc424654486][bookmark: _Toc428365073]NOTE 1:	The represented procedure corresponds to a session modification initiated by the MC service client. It can also be initiated by the MC service server.
NOTE 2:	The procedure can also be used to switch a media session from the inactive to the active state and the reverse. The modification of the session triggers a corresponding modification of the characteristics (e.g. activity, bandwidth) of the corresponding GBR bearers.
[bookmark: _Toc433209730][bookmark: _Toc453260231][bookmark: _Toc453261118][bookmark: _Toc453279863][bookmark: _Toc459375201][bookmark: _Toc468105456][bookmark: _Toc468110551][bookmark: _Toc155282181]10.3.2.4	Pre-established session release
Figure 10.3.2.4-1 represents the MC service client within the MC service UE initiated pre-established session release flow and figure 10.3.2.4-2 represents the MC service server initiated pre-established session release flow.


Figure 10.3.2.4-1: MC service client within the MC service UE initiated pre-established session release
1.	The MC service client within the MC service UE sends a request to the MC service server to release a pre-established session.
2.	The MC service server sends a release pre-establish session response to the MC service client within the MC service UE.
3.	The MC service server releases all resources for the pre-established session.


Figure 10.3.2.4-2: MC service server initiated pre-established session release 
1.	The MC service server sends a request to the MC service client within the MC service UE to release a pre-established session.
2.	The MC service client within the MC service UE sends a release pre-establish session response to the MC service server.
3.	The MC service server releases all resources for the pre-established session.
[bookmark: _Toc446053017][bookmark: _Toc453260232][bookmark: _Toc453261119][bookmark: _Toc453279864][bookmark: _Toc459375202][bookmark: _Toc468105457][bookmark: _Toc468110552][bookmark: _Toc424654560][bookmark: _Toc428365158][bookmark: _Toc433209857][bookmark: _Toc155282182]10.4	Simultaneous session (on-network)
[bookmark: _Toc433209815][bookmark: _Toc446053018][bookmark: _Toc453260233][bookmark: _Toc453261120][bookmark: _Toc453279865][bookmark: _Toc459375203][bookmark: _Toc468105458][bookmark: _Toc468110553][bookmark: _Toc155282183]10.4.1	General
A simultaneous session is functionality whereby the MC service client can receive the media from multiple MC service calls/sessions over the same SIP session and media bearer(s) between the MC service client and the MC service server.
[bookmark: _Toc453260234][bookmark: _Toc453261121][bookmark: _Toc453279866][bookmark: _Toc459375204][bookmark: _Toc468105459][bookmark: _Toc468110554][bookmark: _Toc155282184]10.5	Use of UE-to-network relay
[bookmark: _Toc453260235][bookmark: _Toc453261122][bookmark: _Toc453279867][bookmark: _Toc459375205][bookmark: _Toc468105460][bookmark: _Toc468110555][bookmark: _Toc155282185]10.5.1	UE-to-network relay service authorization
The MC service shall support the capability for UE-to-network relay to restrict the relayed group communication on a per group basis.
To meet the above requirement, ProSe (as specified in 3GPP TS 23.303 [14]) can be used with an appropriate relay service code as per the following:
-	To restrict connection from only the membership of allowed MC service groups, UE-to-network relay UE is provisioned with relay service code(s) associated with allowed MC service group(s). The UE-to-network relay performs the access control as follows:
1)	The UE broadcasts which MC service group(s) is/are authorized to connect to the network over this UE-to-network relay by including the related relay service code(s) in the UE-to-Network Relay Discovery Announcement message (as specified in 3GPP TS 23.303 [14]); or 
2)	The UE determines whether to respond to a remote UE's broadcasting message by checking if the relay service code carried in the UE-to-Network Relay Discovery Solicitation message is within the list of allowed relay service codes.
-	To find a permitted UE-to-network relay, a remote UE is provisioned with the relay service code(s) associated MC service group(s) which the MC service user belongs to. The remote UE performs the UE-to-network relay selection as follows:
1)	The remote UE determines if it is allowed to connect to a particular UE-to-network relay by checking whether the relay service code(s) associated with its MC service group(s) is/are carried in UE-to-Network Relay Discovery Announcement message (as specified in 3GPP TS 23.303 [14]; or
2)	The remote UE includes the relay service code(s) associated with its MC service group(s) in Network Relay Discovery Solicitation message (as specified in 3GPP TS 23.303 [14]).
[bookmark: _Toc453260236][bookmark: _Toc453261123][bookmark: _Toc453279868][bookmark: _Toc459375206][bookmark: _Toc468105461][bookmark: _Toc468110556][bookmark: _Toc155282186]10.5.2	UE-to-network relay MC service
The ProSe UE-to-network relay provides a purely layer 3 IP data routing service, when the remote UE loses the coverage of cellular network and the MC service user on the remote UE requires to access the MC service via a ProSe UE-to-network relay.
The application layer signalling for the MC service user on a remote UE are identical to the application layer signalling for the MC service user on an on-network UE.
[bookmark: _Toc460615955][bookmark: _Toc460616816][bookmark: _Toc460662205][bookmark: _Toc468105462][bookmark: _Toc468110557][bookmark: _Toc155282187]10.6	General user authentication and authorization for MC services 
[bookmark: _Toc155282188]10.6.1	Primary MC system
NOTE:	Figure 10.6.1-1 is a high level user authentication and authorization flow. 3GPP TS 33.180 [25] defines the specific user authentication and authorization architecture required by the MC services in order to realize the MC service user authentication and authorization requirements as defined in 3GPP TS 22.280 [3].
The user authentication process shown in figure 10.6.1-1 may take place in some scenarios as a separate step independently from a SIP registration phase, for example if the SIP core is outside the domain of the MC service server.
A procedure for user authentication is illustrated in figure 10.6.1-1. Other alternatives may be possible, such as authenticating the user within the SIP registration phase.


Figure 10.6.1-1: MC service user authentication and registration with Primary MC system, single domain
1.	In this step the identity management client begins the user authorization procedure. The MC service user supplies the user credentials (e.g. biometrics, secureID, username/password) for verification with the identity management server. This step may occur before or after step 3. In a MC system with multiple MC services, a single user authentication as in step 1 can be used for multiple MC service authorizations for the user.
2.	The signalling user agent establishes a secure connection to the SIP core for the purpose of SIP level authentication and registration.
3.	The signalling user agent completes the SIP level registration with the SIP core (and an optional third-party registration with the MC service server(s)).
NOTE:	The MC service client(s) perform the corresponding MC service authorization for the user by utilizing the result of this procedure.
[bookmark: _Toc155282189]10.6.2	Interconnection partner MC system
Where communications with a partner MC system using interconnection are required, user authorization takes place in the serving MC system of the MC service user, using the MCX user service authorization procedure specified in 3GPP TS 33.180 [25].
[bookmark: _Toc155282190]10.6.3	Migration to partner MC system
[bookmark: _Toc155282191]10.6.3.1	General
The following subclauses describe the procedure used for user authentication and service authorization when migrating to a partner MC system.
To enable migration, the inter-domain MCX user service authorization procedures specified in 3GPP TS 33.180 [25] are used.
[bookmark: _Toc155282192]10.6.3.2	Information flows
[bookmark: _Toc493489211][bookmark: _Toc155282193]10.6.3.2.1	Migration service authorization request
Table 10.6.3.2.1-1 describes the information flow migration service authorization request sent from the MC service client of the migrating MC service user to the partner MC service server, and from the partner MC service server to the primary MC service server of the migrating MC service user. 
Table 10.6.3.2.1-1: Migration service authorization request
	Information element
	Status
	Description

	MC service ID (see NOTE 1)
	M
	The MC service ID of the migrating MC service user provided by the partner MC system.

	MC service ID
	M
	The MC service ID of the migrating MC service user in the primary MC system of the MC service user.

	MC service user profile index (see NOTE 2)
	M
	The MC service user profile index of the selected MC service user profile.

	NOTE 1:	The MC service ID is provided by the identity management server in the partner MC system during authentication of the migrating MC service user. 
NOTE 2:	The MC service user profile index refers to the MC service user profile provided by the primary MC system of the MC service user that has been selected by the MC service user in order to request migrated MC service on the partner MC system.



[bookmark: _Toc155282194]10.6.3.2.2	Migration service authorization response
Table 10.6.3.2.2-1 describes the information flow migration service authorization response sent from the primary MC service server of the migrating MC service user to the partner MC service server of the migrating MC service user, and from the partner MC service server to the MC service client of the migrating MC service user. This information flow is sent individually addressed on unicast or multicast.
Table 10.6.3.2.2-1: Migration service authorization response
	Information element
	Status
	Description

	MC service ID (see NOTE)
	M
	The MC service ID of the migrating MC service user provided by the partner MC system.

	MC service ID (see NOTE)
	M
	The MC service ID of the migrating MC service user in the primary MC system of the MC service user.

	Result
	M
	Success or failure of the migration MC service authorization request

	NOTE:	The MC service IDs are the MC service IDs that were provided in the migration service authorization request.



[bookmark: _Toc114839974][bookmark: _Toc155282195]10.6.3.2.3	Migration service de-authorization notification
Table 10.6.3.2.3-1 describes the information flow migration service de-authorization notification sent by a MC service server of Primary MC system of migrated MC service user to a migrated partner MC system from which MC service user is migrating out. 
Table 10.6.3.2.3-1: Migration service de-authorization notification
	Information element
	Status
	Description

	MC service ID (see NOTE 1)
	M
	The MC service ID of the migrated MC service user provided by the partner MC system.

	MC service ID
	M
	The MC service ID of the migrated MC service user in the primary MC system of the MC service user.

	NOTE 1:	The MC service ID is provided by the identity management server in the partner MC system during authentication of the migrated MC service user. 



[bookmark: _Toc155282196]10.6.3.2.4	MC service authorization notification
Table 10.6.3.2.4-1 describes the information flow about the notification for successful completion of MC service user service authorization after migrating to the partner MC system.
Table 10.6.3.2.4-1: MC service user authorization notification
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the migrating MC service user provided by the partner MC system.

	Service authorization Indication
	M
	Indication to provide the successful completion of MC service user service authorization after migrating to the partner MC system



[bookmark: _Toc155282197]10.6.3.3	Procedures
[bookmark: _Toc155282198]10.6.3.3.1	Migration service authorization procedure
The procedure for service authorization for migration to a partner MC system and subsequent service authorization to migration partner MC system is shown in figure 10.6.3.3.1-1. 
Pre-conditions
-	The MC service user wishes to migrate to the partner MC system.
-	The MC service client has been configured with an MC service user profile that contains the necessary parameters needed for connectivity with the partner MC system.
-	A user authentication process has taken place which has supplied the necessary credentials to the MC service client to permit service authorization to take place in the partner MC system.


Figure 10.6.3.3.1-1: Service authorization for migration to partner MC system and subsequent service authorization
1.	The MC service client requests migration service authorization with the partner MC service server indicating the selected MC service user profile to be used during migrated MC service. The MC service client provides both the MC service ID provided during user authentication in the partner MC system, and the MC service ID of the MC service user in the primary MC system of the MC service user.
NOTE 1:	The migrating MC service client also provides authentication credentials which are specified in 3GPP TS 33.180 [25].
2.	The partner MC service server performs an initial authorization check to verify that the MC service user is permitted to migrate to the partner MC system from the primary MC system of the MC service user. 
NOTE 2:	The criteria for the initial authorization check is outside the scope of the present document, but for example could be based on a pre-configured list of users who are expected to request migrated service authorization.
3.	The partner MC service server identifies the primary MC system of the MC service user of the MC service client by use of the MC service ID of the MC service user in the primary MC system of the MC service user, which was presented by the MC service client in step 1, and sends a migration service authorization request to the gateway server in the partner MC system.
4.	The partner MC system gateway server identifies the primary MC system of the MC service user from the MC service ID presented in step 3, and forwards the migration service authorization request to the gateway server of the primary MC system.
5.	The gateway server in the primary MC system of the MC service user identifies the primary MC service server of the MC service user from the MC service ID presented in step 3, and forwards the migration service authorization request to that MC service server.
6.	The primary MC service server of the MC service user performs an authorization check, to verify that migration is permitted to that partner MC system by this MC service user using the indicated MC service user profile.
7.	The primary MC service server marks the MC service user as having migrated, and records the partner MC system as the migrated MC system. The primary MC service server also stores other necessary information related to the migrated MC service user (e.g., MC service ID of the migrated MC service user provided by the primary MC system mapped to the MC service ID of the migrated MC service user provided by partner MC system).
8.	The primary MC service server sends a migration service authorization response to the gateway server in the primary MC system.
9.	The gateway server in the primary MC system sends the migration service authorization response to the gateway server in the partner MC system.
10.	The gateway server in the partner MC system sends the migration service authorization response to the partner MC service server.
11.	The partner MC service server stores the necessary information related to the migrated MC service user (e.g., MC service ID of the migrated MC service user provided by the primary MC system mapped to the MC service ID of the migrated MC service user provided by partner MC system). The migration status of the MC service user allows proper communication redirection back to the primary MC system once the migrated MC service user is no longer migrated on this partner MC system.
NOTE 3:	The stored necessary information both in the primary MC system and partner MC system related to the migrated MC service user (e.g., MC service ID of the migrated MC service user provided by the primary MC system mapped to the MC service ID of the migrated MC service user provided by partner MC system) is used for proper communication redirection only after successful completion of MC service authorization at partner MC system (i.e. migrated MC system).
12.	The partner MC service server sends the migration service authorization response to the MC service client, confirming that successful migration and service authorization has taken place.
NOTE 4:	If topology hiding is not used, the migration service authorization request and migration service authorization response messages are sent between the MC service servers in the primary and partner MC system without the need to be sent via an MC gateway server.
[bookmark: _Toc468105463][bookmark: _Toc468110558]13.	The MC service user successfully completes the MC service authorization with the MC service server within the partner MC system to which the MC service user is migrating into.
14.	The partner MC service server of partner MC system notifies the primary MC system of the MC service user of the MC service client by sending the MC service authorization notification.
[bookmark: _Toc155282199]10.6.3.3.2	Migration service de-authorization procedure initiated by MC service server
[bookmark: _Toc155282200]10.6.3.3.2.1	Migrated MC service user returns back to its primary MC system
The procedure for migration service de-authorization from a partner MC system is shown in figure 10.6.3.3.2.1-1. 
Editor's note:	When the MC service from partner MC system is stopped for MC service user is FFS.
Pre-conditions
-	The MC service user has successfully completed the MC service authorisation with the MC service server within the primary MC system to which the MC service user is returning back from migrated MC system.


Figure 10.6.3.3.2.1-1	Service de-authorization of migration from partner MC system
1.	The primary MC service server sends a migration service de-authorization notification to the primary MC system gateway server. 
2. The primary MC system gateway server sends the migration service de-authorization notification to the partner MC system gateway server.  
NOTE 1:	If topology hiding is not used, the migration service de-authorization notification message is sent between the MC service servers in the primary and partner MC system without the need to be sent via an MC gateway server.
3. The partner MC system gateway server sends the migration service de-authorization notification to the partner MC service server.  
4. The partner MC service server updates the stored necessary information related to the was-migrated MC service user accordingly, (e.g., MC service user’s MC service ID provided by the primary MC system mapped to the MC service ID provided by partner MC system).
NOTE 2:	The period of how long MC system B will maintain the mapping information is left for implementation. 
[bookmark: _Toc155282201]10.6.3.3.2.2	Migrated MC service user migrate to another partner MC system
The procedure for migration service de-authorization from a partner MC system is shown in figure 10.6.3.3.2.2-1. 
Pre-conditions
-	The MC service user has successfully completed the MC service authorization with the MC service server within the partner MC system C to which the MC service user is migrating into.



Figure 10.6.3.3.2.2-1	Service de-authorization of migration from partner MC system
1.	The partner MC service server of partner MC system C notifys the primary MC system of the MC service user of the MC service client by sending the MC service authorization notification
2.	Send the migration service de-authorization notification as specified in the steps 1-4 in Figure 10.6.3.3.2.1-1 of clause 10.6.3.3.2.1.
[bookmark: _Toc155282202]10.7	Use of MBMS transmission
[bookmark: _Toc468105464][bookmark: _Toc468110559][bookmark: _Toc155282203]10.7.1	General
This subclause defines information flows and procedures for MBMS usage that applies to MC services. MBMS bearers can be used by any MC service for any MC service group. A single MBMS bearer can be used for one or more MC services within a single group or by multiple group communications in parallel.
The following subclauses specify the procedures and information flows for the usage of MBMS transmission that are utilised by the following MC services:
-	MCPTT (as specified in 3GPP TS 23.379 [16]);
-	MCVideo (as specified in 3GPP TS 23.281 [12]); and
-	MCData (as specified in 3GPP TS 23.282 [13]).
MC service specific pre-requisites and resultant behaviour by functional entities in performing these procedures are specified in the respective MC service TSs as listed above.

[bookmark: _Toc468105465][bookmark: _Toc468110560][bookmark: _Toc155282204]10.7.2	Information flows for MBMS transmission
[bookmark: _Toc468105466][bookmark: _Toc468110561][bookmark: _Toc433209844][bookmark: _Toc460616184][bookmark: _Toc460617045][bookmark: _Toc465162671][bookmark: _Toc155282205]10.7.2.1	MBMS bearer announcement
Table 10.7.2.1-1 describes the information flow MBMS bearer announcement from the MC service server to the MC service client.
Table 10.7.2.1-1: MBMS bearer announcement
	Information element
	Status
	Description

	TMGI
	M
	TMGI information

	Alternative TMGI
	O
	A list of additional alternative TMGI may be included and used in roaming scenarios.

	QCI
	O
	QCI information used by the ProSe UE-Network Relay to determine the ProSe Per-Packet Priority value to be applied for the multicast packets relayed to Remote UE over PC5

	List of service area identifier
	M
	A list of service area identifier for the applicable MBMS broadcast area.

	Frequency
	O
	Identification of frequency if multi carrier support is provided

	SDP information
	M
	SDP with media and floor control information applicable to groups that can use this bearer (e.g. codec, protocol id, FEC information)

	Monitoring state
	O
	The monitoring state is used to control if the client is actively monitoring the MBMS bearer quality or not.

	Announcement acknowledgment
	O
	Indicate if the MC service server requires an acknowledgement of the MBMS bearer announcement.

	ROHC information
	O
	Indicate the usage of ROHC and provide the parameters of the ROHC channel to signal to the ROHC decoder.

	NOTE:	When MBMS bearer announcement is done on a MBMS bearer all attributes above are optional except the TMGI.



[bookmark: _Toc446053062][bookmark: _Toc460616187][bookmark: _Toc460617048][bookmark: _Toc465162674][bookmark: _Toc468105467][bookmark: _Toc468110562][bookmark: _Toc155282206]10.7.2.2	MBMS listening status report
Table 10.7.2.2-1 describes the information flow for the MBMS listening status report from MC service client to MC service server. The information is used for the decision on the switching from MBMS bearer to unicast bearer or vice versa.
Table 10.7.2.2-1: MBMS listening status report
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who wants to report the MBMS listening status.

	TMGI(s)
	M
	TMGI(s) information.

	MBMS listening status(s)
	M
	The MBMS listening status per TMGI.

	MBMS reception quality level
	O
	The reception quality level per TMGI (see NOTE)

	NOTE:	The set of quality levels helps service continuity in MBMS scenarios. A reception quality level may help to make an efficient switching decision to another bearer. How these levels are used is implementation specific.



[bookmark: _Toc468105468][bookmark: _Toc468110563][bookmark: _Toc155282207]10.7.2.3	MBMS suspension reporting instruction
Table 10.7.2.3-1 describes the information flow for the MBMS suspension reporting instruction from MC service server to MC service client in a unicast bearer for MBMS suspension reporting.
Table 10.7.2.3-1: MBMS suspension reporting instruction (unicast)
	Information element
	Status
	Description

	MC service ID
	M
	The MC service identity

	Suspension reporting
	M
	Enables or disable the suspension reporting for a specific MC service client



Table 10.7.2.3-2 describes the information flow for the MBMS suspension reporting instruction from MC service server to MC service client in a multicast bearer for MBMS suspension reporting.
Table 10.7.2.3-2: MBMS suspension reporting instruction (multicast)
	Information element
	Status
	Description

	Suspension reporting client subset
	M
	Contains a uniquely defined subset of MC service clients that shall report MBMS suspension



[bookmark: _Toc454349349][bookmark: _Toc468105469][bookmark: _Toc468110564][bookmark: _Toc155282208]10.7.2.4	Discover bearer request
Table 10.7.2.4-1 describes the information flow discover bearer request from the MC service server to another MC service server (MBMS bearer control role).
Table 10.7.2.4-1: Discover bearer request
	Information element
	Status
	Description

	List of service area identifiers
	M
	A list of service area identifier for the applicable MBMS broadcast area.

	Bandwidth
	M
	Maximum bandwidth required

	QCI
	O
	Desired QCI


[bookmark: _Toc454349350]
[bookmark: _Toc454349351][bookmark: _Toc468105470][bookmark: _Toc468110565][bookmark: _Toc155282209]10.7.2.5	Discover bearer response
Table 10.7.2.5-1 describes the information flow discover bearer response from an MC service server (MBMS bearer control role) to the MC service server.
Table 10.7.2.5-1: Discover bearer response
	Information element
	Status
	Description

	TMGIs
	M
	List of TMGIs and related information

	List of service area identifiers
	M
	A list of service area identifiers for the applicable MBMS broadcast areas, corresponding to the listed TMGIs, over which the request was successful.

	Frequency
	O
	Identification of the frequency if multi-carrier support is provided

	QCI
	O
	QCI information used by the ProSe UE-Network relay to determine the ProSe per-packet priority value to be applied for the multicast packets relayed to a remote UE over PC5.


[bookmark: _Toc454349352]
[bookmark: _Toc468105471][bookmark: _Toc468110566][bookmark: _Toc155282210]10.7.2.6	Media distribution request
Table 10.7.2.6-1 describes the information flow media distribution request from the MC service server to an MC service server (MBMS bearer control role) that has a desired bearer.
Table 10.7.2.6-1: Media distribution request
	Information element
	Status
	Description

	TMGI
	M
	TMGI information

	Bandwidth
	M
	Maximum bandwidth required

	Separate floor control
	M
	Whether or not a separate bearer is required for floor control

	SDP information
	M
	SDP with media and floor control information applicable to groups that can use this bearer (e.g. codec, protocol id)

	QCI
	O
	Desired QCI

	MC Group ID
	O
	The MC group id for when the request is sent for a specific group call.



[bookmark: _Toc468105472][bookmark: _Toc468110567][bookmark: _Toc155282211]10.7.2.7	Media distribution response
Table 10.7.2.7-1 describes the information flow media distribution response from an MC service server (MBMS bearer control role) that has a desired bearer to the MC service server.
Table 10.7.2.7-1: Media distribution response
	Information element
	Status
	Description

	TMGI
	M
	TMGI information

	Bandwidth
	M
	Maximum bandwidth required

	SDP information
	M
	SDP with media and floor control information applicable to groups that can use this bearer (e.g. codec, protocol id)

	QCI
	O
	Actual QCI

	Media stream identifier
	O
	This element identifies the media stream of the SDP used for the group call (e.g. MBMS subchannel).

	Media distribution indicator
	O
	Indicates to the MC service server whether the media in the ongoing group communication should be sent or not



[bookmark: _Toc468105473][bookmark: _Toc468110568][bookmark: _Toc155282212]10.7.2.8	Identify multicast participants request
Void
[bookmark: _Toc468105474][bookmark: _Toc468110569][bookmark: _Toc155282213]10.7.2.9	Remove call from bearer request
Void
[bookmark: _Toc155282214]10.7.2.10	Media distribution release
Table 10.7.2.10-1 describes the information flow media distribution release from the MC service server to an MC service server (MBMS bearer control role) that has the used bearer.
Table 10.7.2.10-1: Media distribution release
	Information element
	Status
	Description

	TMGI
	M
	TMGI information

	Bandwidth
	M
	The bandwidth released by the MC service server that used the bearer

	MC Group ID
	O
	The MC group id for when the request is sent for a specific group call.



[bookmark: _Toc155282215]10.7.2.11	Media broadcasting notification
Void.
[bookmark: _Toc525309186][bookmark: _Toc155282216]10.7.2.12	Group status notification
Table 10.7.2.12-1 describes the information flow for the group status notification from MC service server to MC service client.
Table 10.7.2.12-1: Group status notification
	Information element
	Status
	Description

	MC service group ID
	M
	The MC service group ID of the group

	Status of the group
	M
	Indicate the group has on-going call or not



[bookmark: _Toc155282217]10.7.2.13	MBMS suspension report
Table 10.7.2.13-1 describes the information flow for the MBMS suspension report from MC service client to MC service server.
Table 10.7.2.13-1: MBMS suspension report
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who wants to report the MBMS suspension status.

	TMGI(s)
	M
	TMGI(s) information.

	MBMS suspension status(s)
	M
	The MBMS suspension status per TMGI.



[bookmark: _Toc468105475][bookmark: _Toc468110570][bookmark: _Toc155282218]10.7.3	Procedures for MBMS usage
[bookmark: _Toc468105476][bookmark: _Toc468110571][bookmark: _Toc155282219]10.7.3.1	Use of pre-established MBMS bearers
[bookmark: _Toc468105477][bookmark: _Toc468110572][bookmark: _Toc155282220]10.7.3.1.1	General
In this scenario, the MC service server pre-establishes MBMS bearer(s) in certain pre-configured areas before the initiation of the group communication session. When a user originates a request for a group communication session for one of these areas, the pre-established MBMS bearer(s) is used for the DL media transmission.
The following steps needs to be performed prior the start of the MC group communication session over pre-established MBMS bearer:
-	MBMS bearer(s) is Pre-established
 -	Announce the pre-established MBMS bearer to the MC service clients
When these preparation steps have been done the MC group communication session using MBMS bearer can start. 
Both the media packets as well as the application level control signalling (e.g. floor control messages) to the receiving MC service clients are sent on the MBMS bearer. Optionally a separate MBMS bearer could be used for the application level control messages, due to different bearer characteristic requirements.
[bookmark: _Toc468105478][bookmark: _Toc468110573][bookmark: _Toc155282221]10.7.3.1.2	Procedure
The procedure figure 10.7.3.1.2-1 shows only one of the receiving MC service clients using an MBMS bearer. There might also be MC service clients in the same MC group communication session that receive the communication on unicast bearers.
Pre-conditions:
-	The participating users are already affiliated.


Figure 10.7.3.1.2-1: Use of pre-established MBMS bearers
1a.	The MC service server determines to activate MBMS bearer. The activation of the MBMS bearer is done on the MB2-C reference point and according to 3GPP TS 23.468 [18]. This bearer will be used for the MC communication media.
1b.	Optionally, the MC service server may also activate an MBMS bearer dedicated for application level control signalling. The activation of the MBMS bearer is done on MB2-C reference point and according to 3GPP TS 23.468 [18]. 
NOTE 1:	The procedure to determine the activation of MBMS bearers is implementation specific. 
2a.	The MC service server passes the MBMS bearer info for the service description associated with the pre-established MBMS bearer to the MC service client. The MC service client obtains the TMGI, identifying the MBMS bearer, from the service description.
2b.	The MC service server may pass the MBMS bearer info for the service description associated with the pre-established floor control MBMS bearer to the MC service client. The MC service client obtains the TMGI, identifying the MBMS bearer, from the service description.
NOTE 2:	Step 2a and Step 2b can be done in one MBMS bearer announcement message. 
3.	The MC service client stores the information associated with the TMGI(s). The MC service client uses the TMGI and other MBMS bearer related information to activate the monitoring of the MBMS bearer by the MC service UE.
4.	The MC service client that enters or is in the service area of at least one announced TMGI indicates to the MC service server that the MC service client is able to receive media over MBMS, whereby the MC service server may decide to use the MBMS bearer instead of unicast bearer for MC communication sessions. 
NOTE 3:	Step 4 is optional for the MC service UE on subsequent MBMS bearer announcements.
5.	An MC service group communication session is established. 
6.	As the MC service server transmits the media over the MBMS bearer, the media packets are detected and delivered to the MC service client.
[bookmark: _Toc468105479][bookmark: _Toc468110574][bookmark: _Toc155282222]10.7.3.2	Use of dynamic MBMS bearer establishment
In this scenario depicted in figure 10.7.3.2-1, the MC service server uses a unicast bearer for communication with the UE on the DL at the start of the group communication session. When the MC service server decides to use an MBMS bearer for the DL media transmission, the MC service server establishes an MBMS bearer using the procedures defined in 3GPP TS 23.468 [18]. The MC service server provides MBMS service description information associated with MBMS bearer(s), obtained from the BM-SC, to the UE. The UE starts using the MBMS bearer(s) to receive DL media and stops using the unicast bearer for the DL media transmission.
NOTE 1:	The MC service server logic for determining when to establish the new MBMS delivery bearer is implementation specific. For example, the MC service server could decide to establish the MBMS delivery based on the location of the UE's that are a part of the group communication session.


Figure 10.7.3.2-1: Use of dynamic MBMS bearer establishment
1.	An MC service group communication session is established.
2.	The downlink data is sent by unicast delivery.
3.	The MC service server establishes the MBMS bearer(s) for the group communication session according to the procedures defined in 3GPP TS 23.468 [18]. Service description associated with the MBMS bearer(s) is returned from the BM-SC.
4.	The MC service server provides service description information associated with the MBMS bearer to the UE. The MC service UE obtains the TMGI from the announcement message. This message may be sent on an application level control signalling bearer.
5.	The MC service UE starts monitoring data over MBMS associated with the TMGI, while in the service area associated with the TMGI.
6.	The MC service UE detects that it is able to receive data over MBMS associated with the TMGI.
7.	The MC service client notifies the MC service server the MBMS listening status associated to the monitored TMGI, (e.g. that it is successfully receiving the TMGI). The MC service client may also notify the MBMS reception quality level of the TMGI. MC service server stops sending media data over unicast way to the MC service client.
NOTE 2:	The MBMS reception quality level may be used by the MC service server to make an efficient decision to switch again to a unicast transmission or to take measures to prepare such a switch (e.g. when the quality level indicates that the reception quality of the MBMS bearer is decreasing or reaching an insufficient quality level for the reception of MC services).
8.	An MC service group communication session via dynamic MBMS bearer(s) is established.
NOTE 3:	Step 8 can occur before step 7.
9.	MC service server sends the downlink media for the group communication session over the MBMS.
[bookmark: _Toc468105480][bookmark: _Toc468110575][bookmark: _Toc155282223]10.7.3.3	Switching from MBMS bearer to unicast bearer
Figure 10.7.3.3-1 shows the procedure for service continuity when a UE is about to move out of MBMS coverage by switching from MBMS bearer to unicast bearer. 
Pre-conditions:
-	It is assumed that the MBMS bearer has been activated by MC service server for downlink delivery.


Figure 10.7.3.3-1: Switching from MBMS delivery to unicast delivery
1.	The MC service UE detects that it suffers from bad MBMS bearer condition for the corresponding MBMS service. The method to detect is implementation specific.
2.	The MC service client notifies the MC service server that it suffers from bad MBMS bearer condition for the corresponding MBMS service by sending the MBMS listening status report.
NOTE 1:	To efficiently notify the MC service server, e.g., when the MC service client detects that the reception quality of the MBMS bearer is decreasing or reaching an insufficient quality level for the reception of MC services, the MC service client proactively may send to the MC service server a MBMS listening status report including the MBMS reception quality level.
3.	The MC service server sends the downlink data by unicast delivery to the MC service client. 
NOTE 2:	The unicast bearer may be set up on demand after step 2 or before.
4.	During the switching, the MC service client simultaneously receives downlink data through both unicast bearer and MBMS bearer. If there is no downlink data to the MC service client, this step can be skipped.
5.	The MC service client ceases to receive the downlink data through MBMS bearer but continues receiving data through unicast bearer.
[bookmark: _Toc468105481][bookmark: _Toc468110576][bookmark: _Toc155282224]10.7.3.4	Use of MBMS bearer for application level control signalling
[bookmark: _Toc468105482][bookmark: _Toc468110577][bookmark: _Toc155282225]10.7.3.4.1	Description
The MC service server may use an MBMS bearer for application level control signalling, according to this subclause. An MBMS bearer for application level control signalling is typically used for the purposes beyond the benefit for using MBMS for resource efficiency, e.g. for improved MC service performance (KPIs), handling of high load scenarios.
The MBMS bearer for application level control signalling may be used to transmit the following messages:
-	Transmission control (e.g. call setup and floor control)
-	MBMS bearer announcement for media bearers
-	Group application paging
-	Group dynamic data (e.g. status of the group)
-	Group state (e.g. emergency alerts) 
An MBMS bearer for application level control signalling is activated in a service area that is larger than the estimated service for media bearers. The service area for the media bearers mainly based on counting of group members in each defined service area. The MBMS bearer for application level control signalling is also activated with a QoS that is better than MBMS media bearers since the packet loss requirements are much stricter.
The MC service client shall not send responses to group-addressed application level control signalling unless instructed or configured to respond.
[bookmark: _Toc468105483][bookmark: _Toc468110578][bookmark: _Toc155282226]10.7.3.4.2	Procedure
The procedure in figure 10.7.3.4.2-1 shows only one of the receiving MC service clients using an MBMS bearer.


Figure 10.7.3.4.2-1: Use of MBMS bearer for application level control signalling
1.	The MC service server determines to activate MBMS bearer for application level control signalling, The activation of the MBMS bearer is done on the MB2-C reference point and according to 3GPP TS 23.468 [18]. 
2.	The MC service server passes the MBMS bearer info for the service description associated MBMS bearer to the MC service client. The MC service client obtains the TMGI, identifying the MBMS bearer, from the service description.
3.	The MC service client stores the information associated with the TMGI. The MC service client uses the TMGI and other MBMS bearer related information to activate the monitoring of the MBMS bearer by the MC service UE.
4.	The MC service client that enters or is in the service area of the announced TMGI indicates to the MC service server that the MC service client is able to receive application level control messages over the MBMS bearer. The MC service client may also indicate at which MBMS reception quality level it has received the MC service media on the MBMS bearer. Hence, the MC service server may decide to use the MBMS bearer for MC application control messages. 
5.	The MC service server transmit MC application control messages
[bookmark: _Toc458371276][bookmark: _Toc464627369][bookmark: _Toc468105484][bookmark: _Toc468110579][bookmark: _Toc155282227]10.7.3.5	MBMS bearer announcement over MBMS bearer
[bookmark: _Toc468105485][bookmark: _Toc468110580][bookmark: _Toc155282228]10.7.3.5.1	Description
The MBMS announcement may be done on either a unicast bearer or a MBMS bearer. Using a unicast bearer for MBMS bearer announcement provides an interactive way of doing announcement. The MC service server will send the MBMS bearer announcement message to the MC service client regardless if there is an MBMS bearer active or the MC service client can receive the data on the MBMS bearer with sufficient quality. The benefit of the existing procedure is that it gives a secure way to inform the MC service client about the MBMS bearer and how to retrieve the data on the MBMS bearer.
When there is more than one MBMS bearer active in the same service area for MC service, there are not the same reasons to use unicast bearer for additional MBMS bearer announcement. Instead a MBMS bearer for application level control signalling can be used to announce additional MBMS bearers.
The MBMS bearer announcement messages are sent on an MBMS bearer used for application control messages. This bearer will have a different QoS setting compared to an MBMS bearer used for media, since application signalling messages are more sensitive to packet loss.
[bookmark: _Toc468105486][bookmark: _Toc468110581][bookmark: _Toc155282229]10.7.3.5.2	Procedure
The procedure defined below enables the MC service to announcement a new MBMS bearer.
Pre-conditions:
-	An MBMS bearer used for MC service application control messages must have been pre-established and announced to the MC service client.
-	Additional MBMS bearer information may have already been announced to the client.

 
Figure 10.7.3.5.2-1: MBMS bearer announcement over an MBMS bearer used for application control messages
1.	The MC service client monitors an MBMS bearer that is used for MC service application signalling messages, such as bearer announcement messages.
2.	The MC service server activates a new MBMS bearer.
3.	The MC service server announce the MBMS bearer to the MC service client. The bearer may have just been activated or may have already been running for some time. The step may be repeated as needed.
4.	The MC service server sends a MBMS bearer announcement on the MBMS bearer used for MC application control messages. The MBMS bearer announcement contains the identity of the MBMS bearer (i.e. the TMGI) and may optionally include additional information about the newly announced bearer. Required and optional MBMS bearer announcement details may have already been provided. In this case the MBMS bearer identity could be used as a key for such MBMS bearer details.
5.	The MC service clients start to monitor the newly announced MBMS bearer.
6.	If requested by the MC service server, the MC service client sends an acknowledgement of the MBMS bearer to the MC service server.
7.	The MC service server de-announce the MBMS bearer.
8.	The MC service server sends a MBMS bearer de-announcement message that contains the identity of the MBMS bearer.
9.	The MC service client stops monitoring the de-announced MBMS bearer.
The same procedure can also be used to modify existing MBMS bearer announcement information. Example of such modification could be addition of UDP ports or modification of codec in the SDP.
[bookmark: _Toc464627374][bookmark: _Toc468105487][bookmark: _Toc468110582][bookmark: _Toc155282230]10.7.3.6	MBMS bearer quality detection
[bookmark: _Toc464627375][bookmark: _Toc468105488][bookmark: _Toc468110583][bookmark: _Toc155282231]10.7.3.6.1	Description
The MC service client and MC service server use this procedure to report and take action on the MBMS bearer quality. An MC service client monitors an MBMS bearer to receive MC service media. Based on the received quality (e.g. radio level quality, transport level quality), the MC service client needs to inform the MC service server that the MC service client is able to receive the MC service media on the MBMS bearer with sufficient quality or not able to receive the MC service media on the MBMS bearer with sufficient quality. Furthermore, based on the received quality, the MC service client may notify the MC service server at which MBMS reception quality level it has received the MC service media on the MBMS bearer.
The issue can be more complex since the MC service client needs to estimate the quality of the bearer even in the scenario when there are no data currently transmitted on the MBMS bearer (e.g. between MCPTT group call). The reason for this is that an MC service client that has entered an area with significantly degraded MBMS quality, might not even notice that an MC service communication is ongoing, meanwhile the MC server still assumes that the MC service client can receive the media being broadcasted.
To estimate the MBMS bearer quality, for example as an equivalent BLER (Block Error Rate), when no data is sent is implementation specific. This estimation can be dependent on for example the modulation and coding scheme (MCS) and measurements from the reference signals from the eNB(s). Other metrics (e.g. RTP packet loss) may be used to estimate the MBMS bearer quality.
[bookmark: _Toc464627376][bookmark: _Toc468105489][bookmark: _Toc468110584][bookmark: _Toc155282232]10.7.3.6.2	Procedure
The MC service client shall indicate the ability of the MC service client to receive the MBMS bearer.
Pre-conditions:
-	There is an MBMS bearer activated and the MBMS bearer information is announced to the MC service client
-	The MC service client is located in the MBMS broadcasting area
-	The MC service UE monitors SIB-13 (or SIB-20) and (SC-)MCCH to receive the modulation and coding scheme
-	The MC service UE monitors the cell specific reference signal and when MBSFN transmission is used, the MBSFN specific reference signals


Figure 10.7.3.6.2-1: MBMS bearer quality detection
1.	The MC service client determines that the MBMS bearer quality shall be reported to the MC service server. The MC service client may determine the MBMS bearer quality by using the BLER of the received data. When no data is received, the quality estimation can consider the reference signals and the modulation and coding scheme (MCS). The UE may also use predictive methods to estimate the expected MBMS bearer quality (e.g. speed and direction) to proactively inform the MBMS service server of an expected loss of the MBMS bearer quality. The MC service client may also map the determined MBMS bearer quality to a MBMS reception quality level. The MBMS reception quality level indicates at which specific MBMS bearer quality level the MC service media has been received. Based on the MBMS reception quality level, the MC service server may efficiently decide to switch to another bearer or to take measures to prepare such a switch.
Editor's note:	The set of MBMS reception quality levels and the mapping of the determined MBMS bearer quality to those levels are FFS.
NOTE 1:	When MBSFN transmission is used, the MBSFN reference signal needs to be used and when SC-PTM is used the cell specific reference signal needs to be used. With the measured reference signal, the reference signal received quality (RSRQ) can be calculated.
2.	If the MBMS bearer quality reaches a certain threshold, the MC service client sends an MBMS listening status report. The threshold is used to define the MBMS listening status, which indicates if the MBMS bearer quality has been acceptable or not to receive a specific MC service media. If the MBMS bearer quality is mapped to a different MBMS reception quality level, the MC service client may send an MBMS listening status report including the MBMS reception quality level.
NOTE 2:	Prior sending the MBMS listening status report, it could be beneficial to also include information for different alternatives e.g. another MBMS bearer might have better quality and could be a better option than a transfer of the communication to unicast.
NOTE 3:	The threshold used to indicate MBMS bearer quality depends on service type (i.e. MCPTT, MCVideo or MCData) and the metrics used. The metrics used and the associated thresholds are out of scope of this specification.
3.	The MC service server may send additional proposal for measurements e.g. information about neighbouring MBMS bearers. This message may be an MBMS bearer announcement message.
[bookmark: _Toc464627360][bookmark: _Toc468105490][bookmark: _Toc468110585][bookmark: _Toc155282233]10.7.3.7	Service continuity in MBMS scenarios
[bookmark: _Toc468105491][bookmark: _Toc468110586][bookmark: _Toc155282234]10.7.3.7.1	General
This subclause specify service continuity scenario when MBMS bearers are used. There are different solutions for different scenarios.
[bookmark: _Toc464627361][bookmark: _Toc468105492][bookmark: _Toc468110587][bookmark: _Toc155282235]10.7.3.7.2	Service continuity when moving from one MBSFN to another
The service continuity solution described in this subclause is suitable in the scenario when multiple MBMS bearers are used with the purpose to cover a larger area. In mission critical communication several media streams may be multiplexed in one MBMS bearer. Furthermore, one media stream (e.g. MCPTT group call) may be sent on more than one MBMS bearer if the receiving users are distributed over more than one MBMS service area. An MC service client that is interested in receiving a media stream that is broadcasted in both MBMS bearers is a candidate for this service continuity procedure.
Figure 10.7.3.7.2-1 illustrates a deployment scenario that provides service continuity between two MBSFN areas. Two different MBMS bearers are activated (TMGI 1 and TMGI 2), the activation of the bearers is done in the two MBSFN areas (MBSFN 1 and MBSFN 2). The MBSFN areas 1 and 2 are partially overlapping, meaning that some transmitting cells belong to both MBSFN area 1 and MBSFN area 2.


Figure 10.7.3.7.2-1: Two MBMS bearer using overlapping MBSFN areas
The procedural steps will work as follows:


Figure 10.7.3.7.2-2: Service continuity when moving from one MBSFN to another

1.	The UE is located in MBSFN 1 and can listen to TMGI 1. No additional MBMS bearers that the MC service client is interested in are active in the current cell.
2.	The MC service client notifies the MC service server that it is successfully receiving the MC service media over TMGI 1. The MC service client may also notify the MBMS reception quality level of TMGI 1.
NOTE 1:	The MBMS reception quality level may be used by the MC service server to make an efficient decision to switch to another MBMS bearer or to a unicast bearer, or to take measures to prepare such a switch (e.g. when the quality level indicates that the reception quality of the MBMS bearer is decreasing or reaching an insufficient quality level for the reception of MC services).	
3.	The UE moves into a new cell in which both TMGI 1 and TMGI 2 are active. This cell is part of both MBSFN area 1 and MBSFN area 2, and broadcast the same service on both TMGIs.
[bookmark: _Hlk4100992]4.	Location information are provided from the MC service UE via the Location management client to the Location management server. For that, the MC service UE uses the SAI information found in the system information block (SIB) transmitted by the radio cells. The location management server provides the location information to the MC service server.
NOTE 2:	Whether the MC service server has subscribed for notifications, as described in clause 10.9.3.6.1 of the present document, Event-trigger location information notification procedure, or uses on-demand requests, as described in clause 10.9.3.6.2 of the present document, On-demand usage of location information procedure, is out of scope.
5.	The MC service server sends to the MC service client a MBMS bearer announcement with information related to TMGI 2 (if the MC service server had not done it before). Hence, the MC service client knows that TMGI 2 transmits the same MC service media.
6.	The MC service client notifies the MC service server that it is successfully receiving TMGI 1 and TMGI 2. The MC service client may also notify the MBMS reception quality level per TMGI.
7.	The MC service client may receive the MC service media over both MBMS bearers, i.e. TMGI 1 and TMGI 2. The MC service client may also verify that it is the same content sent on both bearers. The duplicated packets may also be used to perform error corrections.
8.	The UE moves into a new cell in MBSFN area 2, where only TMGI 2 is active. 
9.	The MC service client notifies the MC service server that it is successfully receiving the MC service media over TMGI 2. The MC service client may also notify the MBMS reception quality level of TMGI 2.
10.	The MC service client receives the MC service media only over TMGI 2.

This service continuity procedure mitigates the risk of packet loss that may occur if the UE would request to transfer the media stream to a unicast bearer when moving into the new area and then back to a multicast bearer when the UE can listen to TMGI 2. However, it is still required that the MC service client sends a location report (and MBMS listening report), as described in steps 4-6 above. To send the location report and the MBMS listening report by the MC service client to the MC service server a unicast bearer is needed. The location report from the MC service client is required, since the MC service server must know that the UE has entered a new area and can only listen to MBMS bearer active in that area. If this is not done the MC service server might send a media stream that the MC service client is required to listen to on the MBMS bearer 1, since the MC service server still assumes that the UE is located in the MBSFN area 1.
The solution can be improved as illustrated in figure 10.7.3.7.2-3. In this case two different MBMS bearers are activated (TMGI 1 and TMGI 2), these MBMS bearers are used only for media. An application level signalling bearer is activated (TMGI 9), in both MBSFN areas. This bearer is used for floor control messages and other application level signalling messages that are sent on the MBMS bearer TMGI 9. A similar concept was already introduced in 3GPP TS 23.179 [7] subclause 10.10.2, where the procedure allowed a separate MBMS bearer for floor control signalling. The application level signalling bearer will be used for all control messages needed for both media MBMS bearer (TMGI 1 and TMGI2). 
By using an application level signalling bearer (e.g. TMGI 9) the MC service clients can receive floor control messages for all calls going on in the areas of both TMGI 1 and TMGI 2. A MC service client that is located in the area of TMGI 2 and is interested in a MCPTT group call transmission only going on in TMGI 1, can with the information received in TMGI 9 initiate a unicast bearer and request to receive that specific call over a unicast instead. Without the information received over TMGI 9 the MC service client must immediately report that the MC service client has left the broadcast area that the MC service server assumes that the MC service client is located in. With the use of TMGI 9 there is no immediate need for the MC service client to inform the MC service server of a location change.


Figure 10.7.3.7.2-3: Two MBMS bearer using overlapping MBSFN areas with a separate MC application signalling bearer
The procedural steps in this scenario will be the same as described above in this subclause. However, in this scenario the MC service client is not required to initiate a unicast bearer to send location report (or MBMS listening report). The UE may move between the two MBMS bearers (TMGI 1 and TMGI 2) without the need to report an area change. A condition for this to work is that there is an application level signalling bearer (TMGI 9) activated in the full area (i.e. the area of both TMGI 1 and TMGI 2). The TMGI 9 will broadcast all floor control messages for all calls ongoing in both areas. If the UE is in coverage of one of the two MBMS bearers that does not transmit the media of interest the UE can report to the server that it is not able to listen to the media over the MBMS bearer, which triggers the server to use a unicast bearer instead.
[bookmark: _Toc464627364][bookmark: _Toc468105493][bookmark: _Toc468110588][bookmark: _Toc155282236]10.7.3.7.3	Service continuity with a UE-to-Network relay
This procedure handles a scenario when UE is moving from a location when the UE is experiencing good reception of the MBMS bearer to a location outside the MBMS service coverage. The MC service client apply a service continuity procedure to ensure that the service can be maintained and that the packet loss can be minimized during transition to a UE-to-Network relay connection. The solution also provides the benefit that it offloads the cell when UEs that normally would trigger a transfer from MBMS bearers to unicast bearers when moving outside the MBMS coverage area.
Figure 10.7.3.7.3-1 below illustrates the concept of this procedure. In the figure UE A (with the MC service client) is first within the MBMS coverage (the far right most location). The MBMS coverage is represented by the dashed circle. The UE A is the moving outside the MBMS coverage and first enters a location in which the MBMS signal is not good enough, but in this location there is still coverage to use	unicast bearers. Unicast bearers use link adaption and retransmission so the coverage area for unicast bearers is larger than the coverage of the MBMS bearers. The solid circle outer line represents the coverage of the unicast bearer.
A UE that is leaving the area of MBMS coverage may in this scenario trigger a ProSe discovery procedure to initiate the establishment a relay communication path to UE-R. A UE that is receiving media over an MBMS bearer (and is in idle mode) and for the moment does not need a unicast bearer is costly (from a resource efficiency point of view) to transfer to a unicast bearer due to the need for retransmissions and robust coding in the outer part of cell.
When the ProSe communication path is established the UE A may continue to receive the media over the relay UE-R.


Figure 10.7.3.7.3-1: UE A is moving from a position in MBMS coverage to outside the network coverage passing an area where only unicast is possible
The procedure defined in this subclause allows for MBMS bearer service continuity when UE is moving from a MBMS coverage area to outside the MBMS coverage area. The procedure applies when the UE is not finding a target cell with good RSRP/RSRQ (receiving strong reference signals from other cells), which could trigger normal cell reselection procedure. In such scenario other aspects should be evaluated to trigger to a relay communication path.
Pre-conditions:
-	The MC service client UE is not using a unicast bearer when this procedure applies.


Figure 10.7.3.7.3-2: Service continuity over MBMS bearer using UE-to-network relay
1.	The MC service client estimate the MBMS bearer quality. The MC service clients also measure the reference signals from other cells to estimate the possibilities to transfer to unicast and perform a cell reselection procedure.
2.	If the MBMS bearer quality has reach a certain threshold the MC service client performs ProSe UE-to-network relay discovery over PC5 and establishes a secure point-to-point link with the relay (UE-R) over PC5. As part of this process the remote UE is mutually authenticated at PC5 layer with either the relay or with the network as specified in 3GPP TS 23.303 [14].
3.	Normal service continuity procedure for a UE-to-network relay. This may be done according to annex B.
4.	The MC service client informs the UE-R about the reception of media over the MBMS bearer. This includes sending the TMGIs, MBMS SAIs and ProSe per packet priority to the UE-R. This procedure is specified in 3GPP TS 23.303 [14].
5.	The UE-R will relay the MBMS media using one-to-many ProSe Direct Communication. The UE-R may also relay requests to transfer the media flow from multicast to unicast and vice versa.

[bookmark: _Toc468105494][bookmark: _Toc468110589][bookmark: _Toc155282237]10.7.3.8	MBMS suspension notification
[bookmark: _Toc468105495][bookmark: _Toc468110590][bookmark: _Toc155282238]10.7.3.8.1	Description
In this procedure the MC service client is requested by the MC service server to send a MBMS suspension report. This request for MBMS suspension report can be included in the MBMS bearer announcement and the MC service server may choose to only send this request for MBMS suspension report to a subset of all MC service clients.
[bookmark: _Toc468105496][bookmark: _Toc468110591][bookmark: _Toc155282239]10.7.3.8.2	Procedure
The information flow below defines a procedure in which the MC service client notifies the MC service server about an MBMS suspension decision in RAN.
The MC service server can decide on a subset of all UEs in the MBMS broadcast area that shall report on MBMS bearer suspension. When the MC service server make the decision of the UE subset, consideration shall be taken to the location of the UEs, since UEs location is dynamically changed. This means that the MBMS suspension reporting instruction may need to be updated regularly based on the UEs mobility.
Pre-conditions:
-	It is assumed that there is at least one active MBMS bearer


Figure 10.7.3.8.2-1:	MBMS suspension notification from MC service client
1.	The MC service server sends an MBMS suspension reporting instruction to the MC service client. 
NOTE:	This message may be included in the MBMS bearer announcement message and may be sent both on a unicast bearer and a multicast bearer.
2.	RAN decides to suspend the MBMS bearer, according to existing procedures in 3GPP TS 36.300 [21].
3.	An MBMS suspension indication is sent in the MSI (MCH Scheduling Information), according to existing procedures in 3GPP TS 36.300 [21].
4.	The MC service client detect the MBMS suspension and sends an MBMS suspension report.
MC service client that is not instructed to send an MBMS suspension report shall still detect the MBMS suspension indication from RAN (step 3). An MC service client shall in this case not send other types of report (e.g. MBMS listening reports).
The same procedure can be applied at MBMS resumption or other MBMS events that may be detected by the MC service client.

[bookmark: _Toc468105497][bookmark: _Toc468110592][bookmark: _Toc155282240]10.7.3.9	Multi-server bearer coordination
[bookmark: _Toc461451039][bookmark: _Toc468105498][bookmark: _Toc468110593][bookmark: _Toc155282241]10.7.3.9.1	General
To avoid allocating duplicate bearers for an MBMS service area, a single MC service server may manage all the MBMS media transmission for all groups and users within a particular MBMS service area. An MC service server controlling the MBMS bearer has the MBMS bearer control role. Different MC service servers may allocate bearers as needed and make them available for other MC service servers to use. The use of the procedure in this sub clause is optional. MC system that supports multi-server bearer coordination shall use this procedure.
NOTE:	Within one group communication session, multiple MC service servers (participating role) might be involved. Multiple MBMS service areas might have sufficient MC service group members to warrant multiple MBMS bearers to be used and therefore multiple MC service servers (MBMS bearer control role) might be involved. For brevity, this clause only illustrates the simplest case.
[bookmark: _Toc468105499][bookmark: _Toc468110594][bookmark: _Toc155282242]10.7.3.9.2	Procedures
[bookmark: _Hlk500767086][bookmark: _Toc155282243]10.7.3.9.2.1	MBMS bearer coordination independent on broadcasted media
The procedure in this sub clause may be used when two or more MC service servers are serving users in the same area and are configured to share MBMS bearers for that specific area. The MC service servers may be of the same kind or different kind. The MC service servers are not participating in the same group call, which means that each MC service server broadcast media independently of each other.
Pre-conditions:
-	All MC service servers are configured with the contact information of those MC service servers that are configured to take the MBMS bearer control role.


Figure 10.7.3.9.2.1-1: Multiple server MBMS procedure
1.	The MC service server 1 evaluates whether multicast is desired for each service area in which MC service group members are located, based upon the locations, affiliation status and other factors.
2.	The MC service server 1 determines whether another MC service server has already established a bearer with coverage for the MBMS service area where multicast is desired. To do this, the MC service server 1 consults a pre-configured list of MC service servers and sends them a discover bearer request. This request may be sent to several MC service servers.
NOTE:	MC service servers of the same type can be configured to discover bearers from a single server. The single server then becomes a centralized entity for MBMS bearer control for the MC service. Similarly, all MC service servers of all types can be configured to discover bearers from a single server. The single server then becomes a centralized MBMS bearer controller for all MC services.
3.	The MC service server 2 (MBMS bearer control role) responds with a discover bearer response indicating whether there is an MBMS bearer available in the specific MBMS service area with the requested bandwidth. The discover bearer response message includes the TMGI of the bearer that is shared between the MC service servers. If the bearer of interest has insufficient bandwidth, the polling MC service server 1 may resort to unicast, or may allocate another bearer for the congested area. If a duplicate bearer is allocated for the same area, the bearer should not be shared with other servers and may be torn down as soon as the congestion on the original bearer clears up, in order to conserve resources.
For any MBMS service areas not covered by another MC service server, the MC service server 1 prepares to distribute media to those MBMS service areas via multicast by setting up a bearer. The bearer set up by the MC service server 1 may then become available for other MC service servers (controlling role) for other MC service groups. 
4.	The MC service server 1 performs the MBMS bearer announcement and the MBMS listening reporting according relevant procedures specified in this specification. If the MC service server 2 is authorized to receive MBMS related location information from the users utilizing the services from MC service server 1, the MC service server 2 may optionally do the MBMS bearer announcement and handling the listening reports on behalf of MC service server 1. Listening reports shall in this case be sent to both MC service server 1 and MC service server 2.
5.	The MC service server 1 sends a media distribution request to the MC service server 2 (MBMS bearer control role). The media distribution request is sent to reserve the specified capacity in the MBMS bearer.
6.	MC service server 2 (MBMS bearer control role) sends a media distribution response to the MC service server 1 indicating whether the request can be supported and supplies details about the bearer.
7.	The MC service server 1 establishes a group communication session via the bearer, informing MBMS connected MC service clients 1 and 2 that a group communication session is about to start on the MBMS bearer. This step is equivalent to MapGroupToBearer in MCPTT.
8.	MC service client 2 sends media on the uplink to the MC service server 1
9.	The MC service server 1 forwards the media to MC service server 2 (MBMS bearer control role). 
10.	The MC service server 2 (MBMS bearer control role) distributes the media to MBMS served MC service client 1 via multicast.
11.	The MC service server 1 sends a media distribution release request, informing the MC service server 2 (MBMB bearer control role) to request the MC service server 2 (MBMS bearer control role) to release the capacity that was reserved in step 5. 
12.	The MC service server 2 (MBMS bearer control role) respond to the request by sending a media distribution release request.
[bookmark: _Toc155282244]10.7.3.9.2.2	MBMS bearer coordination within one group call
The procedure in this sub clause may be used when two MC service servers are serving users in the same area and are configured to share MBMS bearers for that specific area. The MC service servers are of the same kind, and the MC service servers may participate in the same group call, and by that have a need to broadcast the same content.
Pre-conditions:
-	All MC service servers are configured with the contact information of those MC service servers that are configured to take the MBMS bearer control role.


Figure 10.7.3.9.2.2-1: Multiple server MBMS procedure
1.	The MC service server 1 evaluates whether multicast is desired for each service area in which MC service group members are located, based upon the locations, affiliation status and other factors.
2.	The MC service server 1 determines whether another MC service server has already established a bearer with coverage for the MBMS service area where multicast is desired. To do this, the MC service server 1 consults a pre-configured list of MC service servers and sends them a discover bearer request. This request may be sent to several MC service servers.
NOTE 1:	MC service servers of the same type can be configured to discover bearers from a single server. The single server then becomes a centralized entity for MBMS bearer control for the MC service. Similarly, all MC service servers of all types can be configured to discover bearers from a single server. The single server then becomes a centralized MBMS bearer controller for all MC services.
3.	The MC service server 2 (MBMS bearer control role) responds with a discover bearer response indicating whether there is an MBMS bearer available in the specific MBMS service area with the requested bandwidth. The discover bearer response message includes the TMGI of the bearer that is shared between the MC service servers. If the bearer of interest has insufficient bandwidth, the polling MC service server 1 may resort to unicast, or may allocate another bearer for the congested area. If a duplicate bearer is allocated for the same area, the bearer should not be shared with other servers and may be torn down as soon as the congestion on the original bearer clears up, in order to conserve resources.
For any MBMS service areas not covered by another MC service server, the MC service server 1 prepares to distribute media to those MBMS service areas via multicast by setting up a bearer. The bearer set up by the MC service server 1 may then become available for other MC service servers (controlling role) for other MC service groups.
4.	The MC service server 1 performs the MBMS bearer announcement and the MBMS listening reporting according relevant procedures specified in this specification. If the MC service server 2 is authorized to receive MBMS related location information from the users utilizing the services from MC service server 1, the MC service server 2 may optionally do the MBMS bearer announcement and handling the listening reports on behalf of MC service server 1. Listening reports shall in this case be sent to both MC service server 1 and MC service server 2.
NOTE 2:	Step 1-4 is also performed by MC service server 3, but is not shown in the procedure to make it easier to read.
5.	The MC service client 2 initiate a group call that is subject for multicast transmission. In this scenario there are more than one MC service server (i.e. MC service server 1 and MC service server 3) that serves MC service clients that are affiliated to the group, and by that should receive the media in the group call.
6a.	The MC service server 1 sends a media distribution request to the MC service server 2 (MBMS bearer control role). The media distribution request includes the MC group identifier. This indicates that the media distribution request is used for this specific group call.
6b.	The MC service server 3 sends a media distribution request to the MC service server 2 (MBMS bearer control role). The media distribution request includes the MC group identifier. This indicates that the media distribution request is used for this specific group call.
7a.	The MC service server 2 (MBMS bearer control role) sends a media distribution response to the MC service server 1 indicating whether the request can be supported and supplies details about the bearer. This also includes details on which media stream that should be used for broadcasting the media on the MBMS bearer. This information is used in the MapGroupToBearer message sent by the MC service server when setting up the group call.
7b.	The MC service server 2 (MBMS bearer control role) sends a media distribution response to the MC service server 3 indicating that the group call is already transmitted on the MBMS bearer by another MC service server. Based on the information, the MC service server 3 could decide to not broadcast media if media is already being broadcasted.
8a.	The media is sent from the MC service client 2 to MC service server 1, which is the participating server for the MC service group of the group call. 
8b.	The media is forwarded to all MC service servers that are serving users that takes part in the group call.
NOTE 3:	The figure above does not visualize the participating server for the MC service group and controlling server for the MC service group. The media is sent to all participating servers for the MC service group which are the servers that decide on unicast or multicast transmission.
9.	The MC service server 1 forwards the media to MC service server 2 (MBMS bearer control role). 
10.	The MC service server 2 (MBMS bearer control role) distributes the media to MBMS served MC service client 1 via multicast.
11.	The MC service server 1 sends a media distribution release request, informing the MC service server 2 (MBMS bearer control role) to request the MC service server 2 (MBMS bearer control role) to release the capacity that was reserved in step 5. The media distribution release request shall only be sent when the group call is terminated. 12.	The MC service server 2 (MBMS bearer control role) respond to the request by sending a media distribution release request.
[bookmark: _Toc155282245]10.7.3.10	MBMS bearer event notification
[bookmark: _Toc155282246]10.7.3.10.1	General
The MC service server is an instantiation of a GCS AS. For the MC service server to know the status of the MBMS bearer, and thus know the networks ability to deliver the service, it is required that the network provides MBMS bearer event notifications to the MC service server. The different events notified to the MC service server include the MBMS bearer start result (e.g. when the first cell successfully allocated MBMS resources), including information if any cells fail to allocate MBMS resources to a specific MBMS bearer, the current status of the MBMS bearer, MBMS bearer suspension/resume or overload scenarios.
Editor's note:	The procedure defined in this sub clause requires an enhancement to GCSE and RAN and is therefore subject to implementation in EPC and RAN.
[bookmark: _Toc155282247]10.7.3.10.2	Procedure
The procedure in figure 10.7.3.10.2-1 shows notification information flows from MC service server to BM-SC.


Figure 10.7.3.10.2-1: MBMS bearer event notification
1.	The MC service server activates an MBMS bearer. The activation of the MBMS bearer is done on the MB2-C reference point and according to 3GPP TS 23.468 [18]. 
2.	The BMSC will respond to the activation with an Activate MBMS bearer response message, according to 3GPP TS 23.468 [18].
3.	The EPC and RAN will initiate the MBMS session start procedure according to 3GPP TS 23.246 [11]. This procedure is outside the scope of this specification.
4.	At the first indication of a successful MBMS session start procedure, the BM-SC sends a MBMS bearer event notification, indicating that the MBMS bearer is ready to use.
5.	The MC service server starts to use the MBMS bearer according to the MBMS procedures in this specification.
6.	An event from RAN related to the MBMS session is received by the BM-SC.
7.	The BM-SC notifies the MC service server of certain MBMS related events including references to affected MBMS services areas or list of cells. Example of such events may be radio resources not available, overload, MBMS suspension. 
8.	The MC service server may decide, based on the received events, to switch to unicast transmission for relevant MC service clients.
NOTE:	Steps 6-8 should be seen as example events from the network that may occur and possible actions taken by the MC service server. These steps may be done at any time and repeatedly during the life time of an MBMS bearer.
[bookmark: _Toc477420519][bookmark: _Toc155282248]10.7.3.11	Use of FEC to protect MBMS transmissions
[bookmark: _Toc477420520][bookmark: _Toc155282249]10.7.3.11.1	General
Application layer FEC can be used to recover the packet losses when delivering a MC service over MBMS, to reach its required level of QoS.
Support of FEC is optional for the MC service servers and MC service clients
Adding FEC introduces an extra latency in the end to end media transport. This extra latency is bounded to fulfil the low latency requirements for mission critical services.
FEC can be applied by the BM-SC if required by the MC service server (subclause 10.7.3.11.2), or directly by the MC service server (subclause 10.7.3.11.3). FEC is decoded by the MC service client. Either method is independent of the other.
The MC service server may consider the listening status reports from previous MBMS bearer quality detection procedures (subclause 10.7.3.6) to adjust the FEC parameters when delivering over a new MBMS bearer.
[bookmark: _Toc155282250]10.7.3.11.2	FEC encoding by the BM-SC
In this procedure, depicted in figure 10.7.3.11.2-1, the MC service server asks the BM-SC to apply FEC to a set of medias, transported by a MBMS bearer, using the Setup FEC request.
This procedure can be applied when using pre-established MBMS bearers (10.7.3.1) or dynamic MBMS bearers (10.7.3.2).
Pre-condition:
[bookmark: _Hlk479143912]1.	The MC service server has already activated a MBMS Bearer, with the MBMS Bearer request specified in 3GPP TS 23.468 [18].




Figure 10.7.3.11.2-1: Application of FEC by the BM-SC
1.	The MC service server decides to set up FEC for a set of MC service media flows. The request is done on the MB2-C reference point. It includes the following elements: the TMGI of the bearer transporting those media, the media descriptions (codecs, transport protocols, bitrates, destination ip addresses and ports), the identification of the FEC repair packet flow (IP destination and port), an upper bound to the additional latency resulting to FEC application.  The MC Service server may perform this request several times to protect separately different sets of media transported within the same MBMS bearer.
2.	If the BM-SC can satisfy the request, the Setup FEC response includes a modified list of media information and FEC information. The response also includes an identifier to the FEC process instance, which can be used to release the application of FEC for these media flows.
NOTE 1:	Source media packets may be modified by the application of FEC (e.g. addition of a footer of header), leading to a modification of the delivery protocol to be announced within the media information.
NOTE 2:	The Release FEC request is not shown on the figure.
3.	The MC service server announces the MBMS bearer to the MC service client with the MBMS bearer announcement procedure, including the modified list of medias information and FEC information within the SDP information.
4.	When the MC service server decides to transmit the MC service media flow for a group communication, the MC service server sends to the group a message identifying the MC service media flow and the TMGI of the MBMS bearer, such as the MapGroupToBearer message for MCPTT, specified in 3GPP TS 23.379 [16], or the MapGroupToBearer message for MCVideo, specified in 3GPP TS 23.380 [12].
5.	The MC service server sends the downlink media to the BM-SC on the MB2-U reference points and according to 3GPP TS 23.468 [18].
6. The BM-SC performs FEC encoding of the downlink media in accordance to the announced FEC algorithm and parameters and delivers it over MBMS. 
7. The MC service client performs FEC decoding of the encoded media flows in accordance to the announced FEC information and delivers the decoded flows to the media player.
Editor's note: the need for a MC service server ability to turn off/on the production of repair packets on the BM-SC during the media transmission must be discussed, and may impact the procedure.
[bookmark: _Toc155282251]10.7.3.11.3	FEC encoding by the MC service server
In this procedure, depicted in figure 10.7.3.11.3-1, FEC encoding is performed by the MC service server. The MC service server includes the FEC information within the MBMS bearer announcement. The FEC decoding is performed by the MC service client.


Figure 10.7.3.11.3-1: Application of FEC by the MC service server
1.	The MC service server sends MBMS bearer announcement message with FEC information to the MC service clients.
2.	As media packets arrive from the originating MC service UE (not shown in diagram), the media is processed by the media distribution function on the MC service server.
3.	The MC service server performs FEC encoding and processing in accordance with the selected FEC algorithm.
4.	The MC service server sends the media with FEC to the MC service client (both payload source packets and the FEC repair packets are sent on the MB2-U to the BM-SC, which transparently forwards them unmodified to the MC service client).
5.	MC service client performs FEC decoding and processing in accordance with the selected FEC algorithm
[bookmark: _Toc155282252]10.7.3.12	Header compression over MBMS with ROHC
[bookmark: _Toc155282253]10.7.3.12.1	General
Support of ROHC over MBMS is optional for the MC service servers and MC service clients. If header compression and FEC are both applied to a communication over MBMS, the header compression shall be performed after the FEC encoding.
These procedures can be applied when using pre-established MBMS bearers (see clause 10.7.3.1) or dynamic MBMS bearers (see clause 10.7.3.2).
[bookmark: _Toc155282254]10.7.3.12.2	Header compression by the MC service server
In this procedure, depicted in figure 10.7.3.12.2-1, header compression is performed by the MC service server. The MC service server includes the ROHC information within the MBMS bearer announcement. The header decompression is performed by the MC service client.


Figure 10.7.3.12.2-1: Header compression by the MC service server
1.	The MC service server sends MBMS bearer announcement message with ROHC information to the MC service clients. The ROHC information contains the list of ROHC profiles and the ROHC context identifier range).
2.	When the MC service server decides to transmit the MC service media flow for a group communication, the MC service server sends to the group a message identifying the MC service media flow and the TMGI of the MBMS bearer, such as the MapGroupToBearer message for MCPTT, specified in 3GPP TS 23.379 [16], or the MapGroupToBearer message for MCVideo, specified in 3GPP TS 23.281 [12].
3.	As media packets arrive from the originating MC service UE (not shown in diagram), the media is processed by the media distribution function on the MC service server.
4.	The MC service server performs header compression in accordance with the ROHC information.
5.	The MC service server sends the header compressed media to the MC service client
6.	The MC service client performs header decompression in accordance to the ROHC information
[bookmark: _Toc155282255]10.7.3.12.3	Header compression by the BM-SC
In this procedure, depicted in figure 10.7.3.12.3-1, the MC service server asks the BM-SC to compress headers for a set of medias, transported by a MBMS bearer, using the Setup ROHC request.
Pre-condition:
1.	The MC service server has already activated a MBMS Bearer, with the MBMS Bearer request specified in 3GPP TS 23.468 [18].




Figure 10.7.3.12.3-1: Header compression by the BM-SC
1.	The MC service server decides to set up ROHC within a MBMS bearer. The request is done on the MB2-C reference point. It includes the following elements: the ROHC configuration, the list of RTP and UDP flows to be header compressed, characterized by their destination IPs and port numbers. For each of these flows, the request may indicate a target periodicity for the full header packets.
NOTE 1:	The MC service server can later modify the ROHC configuration by performing again the Setup ROHC request.
NOTE 2:	The Release ROHC request is also not shown on the figure.
2.	If the BM-SC can satisfy the request, the Setup ROHC response confirm the application of header compression.
3.	The MC service server announces the MBMS bearer to the MC service client with the MBMS bearer announcement procedure, including the ROHC information.
4.	When the MC service server decides to transmit the MC service media flow for a group communication, the MC service server sends to the group a message identifying the MC service media flow and the TMGI of the MBMS bearer, such as the MapGroupToBearer message for MCPTT, specified in 3GPP TS 23.379 [16], or the MapGroupToBearer message for MCVideo, specified in 3GPP TS 23.281 [12].
5.	The MC service server sends the downlink media to the BM-SC on the MB2-U reference points and according to 3GPP TS 23.468 [18].
6.	The BM-SC compresses headers of the downlink media in accordance to the announced ROHC parameters and delivers it over MBMS.
7.	The MC service client performs header decompression in accordance to the ROHC information.
[bookmark: _Toc460616192][bookmark: _Toc460617053][bookmark: _Toc525339020][bookmark: _Toc155282256]10.7.3.13	Use of MBMS bearer for group status
The MC service server, e.g., MCPTT server, may use the MBMS bearer to inform the status of a group communication (indicating the group call is on-going or not) when the group call is set up on unicast bearers. The affiliated clients that will perform late entry chat group calls or rejoin calls may use this group status information to decide whether to join the calls. The information flows for group status notification are specified in subclause 10.7.2.12.
NOTE:	The procedure described in clause 10.7.3.4 can be used for the transmission of the group status notification.
[bookmark: _Toc468105500][bookmark: _Toc468110595][bookmark: _Toc391018752][bookmark: _Toc424654561][bookmark: _Toc428365159][bookmark: _Toc433209858][bookmark: _Toc453260237][bookmark: _Toc453261124][bookmark: _Toc453279869][bookmark: _Toc459375207][bookmark: _Toc417481660][bookmark: _Toc417482065][bookmark: _Toc417482418][bookmark: _Toc417556381][bookmark: _Toc421107101][bookmark: _Toc155282257]
10.8	Affiliation and de-affiliation to/from MC service group(s)
[bookmark: _Toc424654462][bookmark: _Toc428365046][bookmark: _Toc433209681][bookmark: _Toc460615957][bookmark: _Toc460616818][bookmark: _Toc460662207][bookmark: _Toc468105501][bookmark: _Toc468110596][bookmark: _Toc155282258]10.8.1	General
The following subclauses specify the procedures for affiliation and de-affiliation to a single MC service, and which are utilised by the following MC services:
-	MCPTT (as specified in 3GPP TS 23.379 [16]);
-	MCVideo (as specified in 3GPP TS 23.281 [12]); and
-	MCData (as specified in 3GPP TS 23.282 [13]).
MC service specific pre-requisites and resultant behaviour by functional entities in performing these procedures are specified in the respective MC service TSs as listed above.
[bookmark: _Toc433209682][bookmark: _Toc460615958][bookmark: _Toc460616819][bookmark: _Toc460662208][bookmark: _Toc468105502][bookmark: _Toc468110597][bookmark: _Toc424758301][bookmark: _Toc428365047][bookmark: _Toc433209683][bookmark: _Toc460615971][bookmark: _Toc460616832][bookmark: _Toc460662221][bookmark: _Toc424654463][bookmark: _Toc155282259]10.8.2	Information flows
[bookmark: _Toc460615959][bookmark: _Toc460616820][bookmark: _Toc460662209][bookmark: _Toc468105503][bookmark: _Toc468110598][bookmark: _Toc155282260]10.8.2.1	MC service group affiliation request
Table 10.8.2.1-1 describes the information flow MC service group affiliation request from the MC service client to the MC service server.
Table 10.8.2.1-1: MC service group affiliation request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to affiliate.



[bookmark: _Toc460615960][bookmark: _Toc460616821][bookmark: _Toc460662210][bookmark: _Toc468105504][bookmark: _Toc468110599][bookmark: _Toc155282261]10.8.2.2	MC service group affiliation request (MC service server – MC service server)
Table 10.8.2.2 -1 describes the information flow MC service group affiliation request between the MC service servers.
Table 10.8.2.2-1: MC service group affiliation request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to affiliate and is defined in the destination MC system.



[bookmark: _Toc460615961][bookmark: _Toc460616822][bookmark: _Toc460662211][bookmark: _Toc468105505][bookmark: _Toc468110600][bookmark: _Toc155282262]10.8.2.3	MC service group affiliation response
Table 10.8.2.3-1 describes the information flow MC service group affiliation response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.8.2.3-1: MC service group affiliation response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to affiliate.

	Affiliation status per MC service group ID
	M
	Indicates the affiliation result for every MC service group ID in the list.



[bookmark: _Toc460615962][bookmark: _Toc460616823][bookmark: _Toc460662212][bookmark: _Toc468105506][bookmark: _Toc468110601][bookmark: _Toc155282263]10.8.2.4	MC service group affiliation response (MC service server – MC service server)
Table 10.8.2.4-1 describes the information flow MC service group affiliation response between the MC service servers.
Table 10.8.2.4-1: MC service group affiliation response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to affiliate and is defined in the destination MC system.

	Affiliation status per MC service group ID
	M
	Indicates the affiliation result for every MC service group ID in the list.



[bookmark: _Toc460615963][bookmark: _Toc460616824][bookmark: _Toc460662213][bookmark: _Toc468105507][bookmark: _Toc468110602][bookmark: _Toc155282264]10.8.2.5	Void 

[bookmark: _Toc460615964][bookmark: _Toc460616825][bookmark: _Toc460662214][bookmark: _Toc468105508][bookmark: _Toc468110603][bookmark: _Toc155282265]10.8.2.6	MC service group de-affiliation request
Table 10.8.2.6-1 describes the information flow MC service group de-affiliation request from the MC service client to the MC service server.
Table 10.8.2.6-1: MC service group de-affiliation request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group de-affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to de-affiliate.

	Scope of De-affiliation request
	M
	Indicating, whether de-affiliation is requested for this specific MC service client only, or for all MC service clients where this MC service ID has logged on.



[bookmark: _Toc460615965][bookmark: _Toc460616826][bookmark: _Toc460662215][bookmark: _Toc468105509][bookmark: _Toc468110604][bookmark: _Toc155282266]10.8.2.7	MC service group de-affiliation request (MC service server – MC service server)
Table 10.8.2.7-1 describes the information flow MC service group de-affiliation request between the MC service servers.
Table 10.8.2.7-1: MC service group de-affiliation request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group de-affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to de-affiliate and is defined in the destination MC system.

	Scope of De-affiliation request
	M
	Indicating, whether de-affiliation is requested for this specific MC service client only, or for all MC service clients where this MC service ID has logged on.



[bookmark: _Toc460615966][bookmark: _Toc460616827][bookmark: _Toc460662216][bookmark: _Toc468105510][bookmark: _Toc468110605][bookmark: _Toc155282267]10.8.2.8	MC service group de-affiliation response
Table 10.8.2.8-1 describes the information flow MC service group de-affiliation response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.8.2.8-1: MC service group de-affiliation response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group de-affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to de-affiliate.

	De-affiliation status per MC service group ID
	M
	Indicates the de-affiliation result for every MC service group ID in the list.



[bookmark: _Toc460615967][bookmark: _Toc460616828][bookmark: _Toc460662217][bookmark: _Toc468105511][bookmark: _Toc468110606][bookmark: _Toc155282268]10.8.2.9	MC service group de-affiliation response (MC service server – MC service server)
Table 10.8.2.9-1 describes the information flow MC service group de-affiliation response between MC service servers.
Table 10.8.2.9-1: MC service group de-affiliation response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group de-affiliation request.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to de-affiliate and is defined in the destination MC system.

	De-affiliation status per MC service group ID
	M
	Indicates the de-affiliation result for every MC service group ID in the list.



[bookmark: _Toc460615968][bookmark: _Toc460616829][bookmark: _Toc460662218][bookmark: _Toc468105512][bookmark: _Toc468110607][bookmark: _Toc155282269]10.8.2.10	Void

[bookmark: _Toc460615969][bookmark: _Toc460616830][bookmark: _Toc460662219][bookmark: _Toc468105513][bookmark: _Toc468110608][bookmark: _Toc155282270]10.8.2.11	MC service group affiliation change request
Table 10.8.2.11-1 describes the information flow MC service group affiliation change request from the MC service client to the MC service server.
Table 10.8.2.11-1: MC service group affiliation change request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group affiliation change request.

	MC service ID list
	M
	A list of one or more MC service IDs to which the originator intends to the change their MC service group affiliation relationship.

	MC service group ID list (per listed MC service ID)
	M
	A list of one or more MC service group IDs to which the originator intends to change their affiliation relationship with the target user.

	Requested affiliation status (per group ID)
	M
	Indicates if the request is to affiliate or deaffiliate

	Change request type
	M
	Indicates the affiliation request type, i.e. mandatory or negotiated



[bookmark: _Toc460615970][bookmark: _Toc460616831][bookmark: _Toc460662220][bookmark: _Toc468105514][bookmark: _Toc468110609][bookmark: _Toc155282271]10.8.2.12	MC service group affiliation change response
Table 10.8.2.12-1 describes the information flow MC service group affiliation change response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.8.2.12-1: MC service group affiliation change response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the MC service group affiliation request.

	MC service ID list
	M
	A list of one or more MC service IDs to which the originator intends to the change their MC service group affiliation relationship.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to change their affiliation relationship with the target user.

	Affiliation status per MC service group ID
	M
	Indicates the affiliation relationship change result for every MC service group ID in the list.



[bookmark: _Toc477420553][bookmark: _Toc155282272]10.8.2.13	MC service group de-affiliation notification
Table 10.8.2.13-1 describes the information flow MC service group de-affiliation notification from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.8.2.13-1: MC service group de-affiliation notification
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the MC service user that will be de-affiliated.

	MC service group ID list
	M
	A list of one or more MC service group IDs to which the originator intends to de-affiliate.

	De-affiliation status per MC service group ID
	M
	Indicates the de-affiliation result for every MC service group ID in the list.



[bookmark: _Toc155282273]10.8.2.14	Notify group dynamic data request
Table 10.8.2.14-1 describes the information flow notify group dynamic data request from the MC service server to the group management server.
Table 10.8.2.14-1: Notify group dynamic data request
	Information element
	Status
	Description

	MC service group ID
	M
	The MC service group ID to which the GMS has subscribed and for which the group dynamic data needs to be updated.

	MC service ID
	M
	The MC service ID for which the group dynamic data (e.g. affiliation status, de-affiliation status) needs to be updated. 

	Affiliation or de-affiliation status 
	M
	Indicates the affiliation status or de-affiliation status for the MC service group ID.



[bookmark: _Toc468105515][bookmark: _Toc468110610][bookmark: _Toc155282274]10.8.3	Affiliation
[bookmark: _Toc428365048][bookmark: _Toc433209684][bookmark: _Toc460615972][bookmark: _Toc460616833][bookmark: _Toc460662222][bookmark: _Toc468105516][bookmark: _Toc468110611][bookmark: _Toc155282275]10.8.3.1	MC service group affiliation procedure
Procedure for affiliation to MC service group(s) for a single MC service is described in figure 10.8.3.1-1.
Pre-conditions:
1.	MC service client has already been provisioned (statically or dynamically) with the group information, or a pointer to the group information, that the MC service client is allowed to be affiliated;
2.	MC service server may have retrieved the user profile and group policy from the group configuration e.g. which user(s) are authorized to affiliate to what MC service group(s), priority, and other configuration data;
3.	MC service client may have indicated to the group management server that it wishes to receive updates of group configuration data for MC service groups(s) for which it is authorized (as described in subclause 10.1.5.3);
4.	The MC service client triggers the affiliation procedure. This is an explicit affiliation caused either by the MC service user or determined by a trigger event such as the MC service UE coming within a permitted geographic operational area of an MC service group; and
5.	The group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates.


Figure 10.8.3.1-1: MC service group affiliation procedure
1.	MC service client of the MC service user requests the MC service server to affiliate to an MC service group or a set of MC service groups.
2a.	MC service server checks if the group policy is locally cached. If the group policy is not locally cached on the MC service server then MC service server requests the group policy from the group configuration from the group management server.
2b.	MC service server receives the group policy from the group configuration from the group management server.
3.	Based on the group policy from the group configuration and user profile, the MC service server checks if the MC service group(s) is enabled and if the MC service client is authorised to affiliate to the requested MC service group(s). The MC service server also performs the check for the maximum limit of the total number (N2) of MC service groups that the user can be affiliated to simultaneously.
4.	If the user of the MC service client is authorised to affiliate to the requested MC service group(s) then the MC service server stores the affiliation status of the user for the requested MC service group(s).
5.	MC service server confirms to the MC service client the affiliation (5a) and updates the group management server with the affiliation status of the user for the requested MC service group(s) (5b).
NOTE:	Steps 5a and 5b can occur in any order or in parallel.
[bookmark: _Toc424654464][bookmark: _Toc428365049][bookmark: _Toc433209685][bookmark: _Toc460615973][bookmark: _Toc460616834][bookmark: _Toc460662223][bookmark: _Toc468105517][bookmark: _Toc468110612][bookmark: _Toc155282276]10.8.3.2	Affiliation to MC service group(s) defined in partner MC system without topology hiding
[bookmark: _Toc424654465][bookmark: _Toc428365050][bookmark: _Toc433209686][bookmark: _Toc460615974][bookmark: _Toc460616835][bookmark: _Toc460662224][bookmark: _Toc468105518][bookmark: _Toc468110613][bookmark: _Toc155282277]10.8.3.2.1	Functional description
When an MC service client wants to affiliate to MC service group(s) which is defined in a partner MC system for a single MC service and where topology hiding is not required, it shall be subject to authorization from the partner MC system where the MC service group(s) is defined, and whether it subjects to authorization from the primary MC system is conditional.
[bookmark: _Toc424654466][bookmark: _Toc428365051][bookmark: _Toc433209687][bookmark: _Toc460615975][bookmark: _Toc460616836][bookmark: _Toc460662225][bookmark: _Toc468105519][bookmark: _Toc468110614][bookmark: _Toc155282278]10.8.3.2.2	Procedure
The procedure for affiliation to MC service group(s) which is defined in a partner MC system where topology hiding is not required for a single MC service is described in figure 10.8.3.2.2-1.
Pre-conditions:
1.	The MC service client has already been provisioned (statically or dynamically) with the group information, or a pointer to the group information, that the MC service client is allowed to be affiliated;
2.	The MC service server of the primary MC system may have locally cached the MC service group affiliation status of the MC service user;
3.	The MC service server of the partner MC system may have retrieved the group related information from the group management server;
4.	The MC service client may have indicated to the group management server of the partner MC system that it wishes to receive updates of group configuration data for MC service group(s) for which it is authorized (as described in subclause 10.1.5.3);
5.	The MC service user triggers the affiliation procedure. This is an explicit affiliation caused by the MC service user; and
6.	The group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates.


Figure 10.8.3.2.2-1: Affiliation for an MC service group defined in partner MC system where topology hiding is not required
1.	The MC service client requests the MC service server of the primary MC system to affiliate to an MC service group or a set of MC service groups.
2.	The MC service server of the primary MC system checks if the MC service client is authorized to affiliate to the requested MC service group(s) based on the user profile. The MC service server also performs the check for the maximum limit of the total number (N2) of MC service groups that the user can be affiliated to simultaneously.
3.	Based on the group information included in the request, the MC service server of the primary MC system, it determines to send group affiliation request to the corresponding MC service server of the partner MC system. The request may be routed through intermediate signalling nodes.
4a.	The MC service server of the partner MC system checks if the group policy is locally cached. If the group policy is not locally cached on the MC service server then MC service server subscribes to the group policy from the group configuration from the group management server.
4b.	The MC service server of the partner MC system receives the group policy from the group configuration from the group management server via notification and locally caches the group policy from the group configuration.
5.	Based on the group policy, the MC service server of the partner MC system checks if the MC service group(s) is not disabled and if the user of the MC service client is authorised to affiliate to the requested MC service group(s).
6.	If the user of the MC service client is authorised to affiliate to the requested MC service group(s) then the MC service server of the partner MC system stores the affiliation status of the user for the requested MC service group(s).
7.	The MC service server of the partner MC system sends the affiliation status result of requested MC service group(s) to the MC service server of the primary MC system (7a) and updates the group management server with the affiliation status of the user for the requested MC service group(s) (7b).
NOTE:	Steps 7a and 7b can occur in any order or in parallel.
8.	The MC service server of the primary MC system stores the affiliation status of the user for the requested MC service group(s).
9.	The MC service server of the primary MC system sends the group affiliation status result for the requested MC service group(s) to the MC service client. 
[bookmark: _Toc155282279]10.8.3.2a	Affiliation to MC service group(s) defined in partner MC system using topology hiding
[bookmark: _Toc155282280]10.8.3.2a.1	Functional description
When an MC service client wants to affiliate to MC service group(s) which is defined in a partner MC system for a single MC service using topology hiding, it shall be subject to authorization from the partner MC system where the MC service group(s) is defined, and may also be subject to authorization from the serving MC system of the MC service client.
[bookmark: _Toc155282281]10.8.3.2a.2	Procedure
Figure 10.8.3.2a.2-1 illustrates the group affiliation procedure to an MC service group defined in the partner MC system of the serving MC system of the MC service user, where topology hiding procedures are required.
Editor's note: It is FFS whether the MC system gateway servers shown in this procedure are roles of an MC service server or separate entities.
Pre-conditions:
1.	MC service client 1 is service authorized within its serving MC system.
2.	The group host MC service server of the MC service group to which the MC service user of MC service client 1 wishes to affiliate is located in the partner MC system of the serving MC system of MC service client 1
3.	Topology hiding is required by both MC systems
4.	The serving MC system of MC service client 1 and the group home MC system are configured to allow topology hiding to take place.


Figure 10.8.3.2a.2-1: Group affiliation to an MCservice group defined in partner MC system using topology hiding
1.	MC service client 1 initiates an MC service group affiliation request to the serving MC service server of MC service client 1 on behalf of its MC service user.
2.	The MC service server of the serving MC system checks that the MC service client 1 is authorized to affiliate to the requested MC service group based on the user profile, and that the maximum number of MC service groups that the user can be affiliated to (N2) has not been exceeded. 
3.	The MC service server determines the group host MC service server of the MC service group. The MC service group is identified to have a different group home MC system, and if topology hiding is required by the serving MC system of MC service client 1, the serving MC system gateway server is determined to act as proxy group host MC service server for the MC service group.
4.	The MC service server of the serving MC system forwards the MC service group affiliation request to the gateway server of the serving MC system. 
NOTE 1:	If the serving MC system of MC service client 1 does not require topology hiding, the serving MC service server of MC service client 1 is able to send the MC service group affiliation request directly to the gateway server of the group home MC system in step 4, omitting steps 5 and 6.
5.	The gateway server determines which MC system is the group home system for the MC service group.
6.	The gateway server in the serving system of MC service client 1 forwards the MC service group affiliation request to the gateway server of the group home MC system of the MC service group.
NOTE 2:	If the group home MC system does not require topology hiding, the request from the serving MC system of MC service client 1 is sent directly to the group host MC service server in either step 4 or step 6, omitting steps 7 and 8.
7.	The gateway server of the group home MC system of the MC service group determines which MC service server is the group host MC service server for that MC service group.
8.	The gateway server of the group home system of the MC service group forwards the MC service group affiliation request to the group host MC service server of the MC service group.
9.	The group host MC service server in the partner MC system checks whether the user of MC service client 1 is authorized to affiliate to the MC service group based on the MC service group configuration. The group host MC service server may optionally subscribe to the GMS containing the group configuration information, and receive notification of group policy from the group configuration. The group host MC service server shall update the GMS with the affiliation status of the user for the requested MC service group by sending the notify group dynamic data request (not shown in the figure).
10.	The group host MC service server sends an MC service group affiliation response to the gateway server in the group home MC system of the MC service group.
NOTE 3:	If the group home MC system does not require topology hiding, the MC service group affiliation response is sent directly to the gateway server of the serving MC system of MC service client 1.
11.	The gateway server in the group home MC system forwards the MC service group affiliation response to the gateway server in the serving MC system of MC service client 1.
NOTE 4:	If the serving MC system of MC service client 1 does not require topology hiding, the MC service group affiliation response is sent directly to the serving MC service server of MC service client 1.
12.	The gateway server in the serving MC system of MC service client 1 forwards the MC service group affiliation response to the serving MC service server of MC service client 1.
13.	The serving MC service server of MC service client 1 forwards the MC service group affiliation response to MC service client 1.
[bookmark: _Toc428365052][bookmark: _Toc433209688][bookmark: _Toc460615976][bookmark: _Toc460616837][bookmark: _Toc460662226][bookmark: _Toc468105520][bookmark: _Toc468110615][bookmark: _Toc424654469][bookmark: _Toc155282282]10.8.4	De-affiliation from MC service group(s)
[bookmark: _Toc428365053][bookmark: _Toc433209689][bookmark: _Toc460615977][bookmark: _Toc460616838][bookmark: _Toc460662227][bookmark: _Toc468105521][bookmark: _Toc468110616][bookmark: _Toc155282283]10.8.4.1	General
When an MC service user does not want to communicate with an MC service group anymore for a single MC service, then the MC service user can revoke its affiliation to the MC service group.
[bookmark: _Toc428365054][bookmark: _Toc433209690][bookmark: _Toc460615978][bookmark: _Toc460616839][bookmark: _Toc460662228][bookmark: _Toc468105522][bookmark: _Toc468110617][bookmark: _Toc155282284]10.8.4.2	MC service group de-affiliation procedure
The procedure for revoking the affiliation with an MC service group for a single MC service is described in figure 10.8.4.2-1.
Pre-conditions:
1.	MC service server has already subscribed to the MC service group information from group management server and has stored the data of MC service group(s) to which the MC service user is affiliated to;
2.	The MC service client triggers the de-affiliation procedure. This is an explicit de-affiliation requested either by the MC service user or determined by a trigger event such as the MC service UE moving outside a permitted geographic operational area of an MC service group; and
NOTE:	The geographical operational area beyond which de-affiliation occurs may be larger than the geographical operational area within which affiliation is permitted, to avoid repeated affiliation and de-affiliation by a user on the edge of an operational area. 
3.	The group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates. 
4.	The MC service server has subscribed to the MC service functional alias controlling server within the MC system for functional alias activation/de-activation updates.


Figure 10.8.4.2-1: MC service group de-affiliation procedure
1.	MC service client requests the MC service server to de-affiliate from an MC service group or a set of MC service groups.
2.	Based on the user profile and stored group policy from the group configuration, the MC service server checks if the user of the MC service client is authorized to de-affiliate from the requested MC service group(s) and if the user of the MC service client has affiliated to the requested MC service group(s). The authorisation check includes whether the MC service user has activated a certain functional alias which prevents de-affiliating or whether the MC service user is the last user who has bound a certain functional alias to the group which also prevents de-affiliating.
3.	If the user of the MC service client has affiliated to the requested MC service group(s), is authorized to de-affiliate from the requested MC service group(s) then the MC service server removes the affiliation status of the user for the requested MC service group(s), either for the requesting specific MC service client only, or for all MC service clients, where this user has logged on to.
4.	MC service server provides to the MC service client the group de-affiliation response (4a). When the MC service user has logged into multiple MC service clients concurrently, the MC service server updates the group management server with the de-affiliation status of the user for the requested MC service group(s) only when the MC service ID de-affiliates for the provided MC service group(s) from the last MC service client. If the MC service user has logged into only one client then the MC service server and update the group management server with the de-affiliation status of the user for the requested MC service group(s) (4b).
NOTE:	Steps 4a and 4b can occur in any order or in parallel.
[bookmark: _Toc428365055][bookmark: _Toc433209691][bookmark: _Toc460615979][bookmark: _Toc460616840][bookmark: _Toc460662229][bookmark: _Toc468105523][bookmark: _Toc468110618][bookmark: _Toc155282285]10.8.4.3	De-affiliation from MC service group(s) defined in partner MC system
The procedure for de-affiliation from affiliated MC service group(s) which is defined in partner MC system for a single MC service is described in figure 10.8.4.3-1.
Pre-conditions:
1.	The primary/partner MC service servers have already subscribed to the group information from group management server and stored the data of MC service group(s) to which the MC service user intends to de-affiliate; and
2.	The group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates.


Figure 10.8.4.3-1: De-affiliation from an MC service group defined in partner MC system
1.	The MC service client requests the primary MC service server to de-affiliate from an MC service group or a set of MC service groups.
2.	The primary MC service server checks if the MC service client is authorized to de-affiliate from the requested MC service group(s) based on the user profile. The primary MC service server performs the check if the user has affiliated to the MC service groups. 
3.	Based on the MC service group information included in the request, the primary MC service server determines to send MC service group de-affiliation request to the corresponding partner MC service server. The request may be routed through some intermediate signalling nodes.
4.	Based on the stored group policy from the group configuration, the partner MC service server checks if the MC service group is not disabled and if the user of the MC service client has affiliated to the requested MC service group(s) and is authorized to de-affiliate from the requested MC service group(s).
5.	If the user of the MC service client has affiliated to the requested MC service group(s) and is authorized to de-affiliate to the requested MC service group(s), then the partner MC service server removes the affiliation status of the user for the requested MC service group(s), either for the requesting specific MC service client only, or for all MC service clients, where this user has logged on to. 
6.	The partner MC service server sends the MC service group de-affiliation response to primary MC service server (6a) . When the MC service user has logged into multiple MC service clients concurrently, the MC service server updates the group management server with the de-affiliation status of the user for the requested MC service group(s) only when the MC service ID de-affiliates for the provided MC service group(s) from the last MC service client. If the MC service user has logged into only one client then the MC service server and updates the group management server with the de-affiliation status of the user for the requested MC service group(s) (6b).
NOTE:	Steps 6a and 6b can occur in any order or in parallel.
7.	The primary MC service server will remove any information stored about the user's affiliation with requested MC service group(s) of partner MC system, considering that the user may have logged on to multiple MC service clients and that de-affiliation may have been performed only for the specific MC service client from which the de-affiliation request has been sent, or for all MC service clients, where this user has been affiliated to this MC service group.
8.	The primary MC service server sends the MC service group de-affiliation response to the MC service client.
[bookmark: _Toc468206998][bookmark: _Toc433209692][bookmark: _Toc460615980][bookmark: _Toc460616841][bookmark: _Toc460662230][bookmark: _Toc468105524][bookmark: _Toc468110619][bookmark: _Toc428365056][bookmark: _Toc155282286][bookmark: OLE_LINK2]10.8.4.4	MC server initiated group de-affiliation procedure
[bookmark: OLE_LINK6]The procedure for the MC service server to trigger a de-affiliation with an MC service group is described in figure 10.8.4.4-1.
Pre-conditions:
1.	The MC service user has previously affiliated to the group, and the MC service server has stored the status of MC service group affiliation;
2.	Following a relevant trigger condition, e.g. the user moving outside the permitted geographical operational area of the MC service group, or the permitted geographical operational area is modified, causing user outside of the permitted geographical operational area, the MC service server de-affiliates the user from the MC service group; and 
3.	The group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates. 
4.	The MC service server has subscribed to the MC service functional alias controlling server within the MC system for functional alias activation/de-activation updates.


Figure 10.8.4.4-1: MC service server initiated group de-affiliation procedure
1.	The MC service server determines the MC service client could be de-affiliated to the group again due to the trigger event, e.g. the permitted geographical operational area is modified, causing the user outside of the permitted geographical operational area of the MC service group, the MC service server needs to de-affiliate the MC Service user from the group.
2.	The MC service server changes the affiliation status of the user.
3.	The MC service server updates the group management server with the de-affiliation status of the user for the requested MC service group(s).
4.	The MC service server provides a de-affiliation notification with the group information to the MC service client.
[bookmark: _Toc155282287]10.8.4.5	MC server initiated group de-affiliation from group defined in partner MC system
The procedure for the MC service server to trigger a de-affiliation from an MC service group which is defined in partner MC system is described in figure 10.8.4.5-1.
Pre-conditions:
1.	The MC service user has previously affiliated to the group, and the MC service server has stored the status of MC service group affiliation;
2.	Following a relevant trigger condition (e.g. the user moving outside the permitted geographical operational area of the MC service group, or the permitted geographical operational area is modified), the de-affiliation for the MC service user is initiated by the MC service server from the MC service group;
3.	The primary/partner MC service servers have already subscribed to the group information from group management server and stored the data of MC service group(s) to which the MC service user intends to de-affiliate; and
4.	The group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates.


Figure 10.8.4.5-1: MC service server initiated group de-affiliation from group in partner system procedure
1.	The MC service server determines the MC service client could be de-affiliated to the group due to the trigger event, e.g. the permitted geographical operational area is modified, causing the user outside of the permitted geographical operational area of the MC service group, the MC service server needs to de-affiliate the MC Service user from the group.
2.	Based on the stored MC service group information, the primary MC service server determines to send MC service group de-affiliation request to the corresponding partner MC service server. The request may be routed through some intermediate signalling nodes.
3.	Based on the stored group policy from the group configuration, the partner MC service server checks if the MC service group is not disabled and if the user of the MC service client has affiliated to the requested MC service group(s) and is authorized to de-affiliate from the requested MC service group(s).
4.	If the user of the MC service client has affiliated to the requested MC service group(s) and is authorized to de-affiliate to the requested MC service group(s), then the partner MC service server removes the affiliation status of the user for the requested MC service group(s).
5.	The partner MC service server sends the MC service group de-affiliation response to primary MC service server (5a) and updates the group management server with the de-affiliation status of the user for the requested MC service group(s) (5b).
NOTE:	Steps 5a and 5b can occur in any order or in parallel.
6.	The primary MC service server changes the affiliation status of the user.
7.	The MC service server provides a de-affiliation notification with the group information to the MC service client.
[bookmark: _Toc155282288]10.8.5	Remote change of affiliation
[bookmark: _Toc433209693][bookmark: _Toc460615981][bookmark: _Toc460616842][bookmark: _Toc460662231][bookmark: _Toc468105525][bookmark: _Toc468110620][bookmark: _Toc155282289]10.8.5.1	Remote change of affiliation for groups defined in primary MC system
[bookmark: _Toc433209694][bookmark: _Toc460615982][bookmark: _Toc460616843][bookmark: _Toc460662232][bookmark: _Toc468105526][bookmark: _Toc468110621][bookmark: _Toc155282290]10.8.5.1.1	Authorized user remotely changes another MC service user's affiliated MC service group(s) – mandatory mode
The procedure for an authorized user to remotely change another MC service user's affiliated MC service group(s) for a single MC service without requiring the target user's approval is described in figure 10.8.5.1.1-1.
Pre-conditions:
1.	The MC service client 1 (authorized user 1) has already been provisioned (statically or dynamically) with the target MC service user's information and its group information, that target MC service user 2 is allowed to be affiliated or de-affiliated;
2.	The primary MC service server may have retrieved the user profile or group policy from the group configuration e.g. information regarding user(s) authorization to affiliate or to de-affiliate to MC service group(s), priority, and other related configuration data; and 
3.	The group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates.


 Figure 10.8.5.1.1-1: Remotely change MC service group affiliation – mandatory mode
1.	When an authorized user requires one or more MC service users to change the affiliation to an MC service group or set of MC service groups, the MC service client 1 of the authorized user 1 sends MC service group affiliation change request with the indication of mandatory mode to the primary MC service server. The information used to indicate the change of the affiliation relationship between the target MC service user 2 and the MC service group(s) shall be included.
2.	The primary MC service server shall check if the MC service user 1 is authorized to initiate the change of the affiliation relationship between the target user 2 and the MC service group(s). The primary MC service server shall check if the target MC service user(s) are authorized for the requested affiliation relationship based on the user profile. The primary MC service server also performs the check for the maximum limit on the total number (N2) of MC service groups that the user can be affiliated to simultaneously.
3a.	The primary MC service server checks if the group policy is locally cached. If the group policy is not locally cached on the MC service server, then, the MC service server subscribes to the group policy from the group configuration from the group management server.
3b.	The primary MC service server receives the group policy from the group configuration from the group management server via notification and locally caches the group policy from the group configuration.
4.	Based on the group policy, the primary MC service server checks if the target MC service user 2 is authorized to affiliate or de-affiliate to the MC service group(s). 
5.	If the target MC service user 2 is authorized to affiliate or de-affiliate to the MC service group(s) then the primary MC service server stores the new requested affiliation status of the target MC service user 2 for the MC service group(s).
6.	If the requested affiliation status is a change from the current affiliation status, then the primary MC service server updates the group management server with the affiliation status of the MC service user 2 for the MC service group(s).
7a.	If the requested affiliation status is a change the primary MC service server sends the MC service group affiliation change request with the indication of mandatory mode to MC service client 2 of the target MC service user 2. The target MC service user 2 receives the latest information about the affiliated MC service groups. The MC service client 2 may subscribe to the affiliated MC service groups information with the group management server.
7b. The MC service user 2 provides a response to the primary MC service server by sending an MC service group affiliation change response.
8.	The primary MC service server sends the MC service group affiliation change response to MC service client 1. If the requested affiliation status was not changed (see 7a), then the MC service server creates an appropriate (accept) MC service group affiliation change response to send to MC service client 1.
NOTE:	Steps 6, 7a, 7b and 8 can occur in any order or in parallel, with the restriction that step 7b can only occur after step 7a occurred.
[bookmark: _Toc433209695][bookmark: _Toc460615983][bookmark: _Toc460616844][bookmark: _Toc460662233][bookmark: _Toc468105527][bookmark: _Toc468110622][bookmark: OLE_LINK11][bookmark: OLE_LINK12][bookmark: _Toc155282291]10.8.5.1.2	Authorized user remotely changes another MC service user's affiliated MC service group(s) – negotiated mode
The procedure for the authorized user to remotely change another MC service user's affiliated MC service group(s) for a single MC service with the target MC service user's approval is described in figure 10.8.5.1.2-1. 
Pre-conditions:
-	The MC service client 1 (authorized user 1) has already been provisioned (statically or dynamically) with target MC service user's information and its group information, that target MC service user 2 is allowed to be affiliated or de-affiliated;
-	The primary MC service server may have retrieved the user profile or group policy from the group configuration e.g. information regarding user(s) authorization to affiliate or to de-affiliate to MC service group(s), priority, and other related configuration data.


Figure 10.8.5.1.2-1: Remotely change MC service group affiliation – negotiated mode
1.	When an authorized user requires one or more MC service users to change the affiliation to an MC service group or set of MC service groups, the MC service client 1 of the authorized user 1 sends MC service group affiliation change request to the primary MC service server. The information (i.e. target MC service user(s) ID, MC service group(s) ID, requested affiliation status) used to indicate the change of the affiliation relationship between the target MC service user 2 and the MC service group(s) shall be included.
2.	The primary MC service server checks if the MC service user 1 is authorized to initiate the change of the affiliation relationship between the target user 2 and the MC service group(s). The primary MC service server checks if the target MC service user(s) are authorized for the requested affiliation relationship based on the user profile and the group policy from the group configuration (i.e. if not available, the primary MC service server obtains the group policy from the group configuration from the group management server). The primary MC service server also performs the check for the maximum limit on the total number (N2) of MC service groups that the user can be affiliated to simultaneously.
3.	If the target MC service user 2 is authorized to accept the changes to its affiliated MC service group(s), then the primary MC service server sends the MC service group affiliation change request to the MC service client 2 of the target MC service user 2. 
4.	If the requested affiliation status is different from the current affiliation status, then the MC service client 2 notifies the MC service group affiliation change request to the target MC service user 2 to receive the approval from the user on the proposed changes to the affiliated MC service group(s).
NOTE 1:	The procedure is aborted if the target MC service user 2 does not respond to the notification within an implementation dependent time.
5.	If the target MC service user 2 provides a response (accept or reject) to the notification, then the MC service client 2 sends an MC service group affiliation change response to the primary MC service server. A response indicating target user 2's acceptance to the requested affiliation change by authorized user 1, triggers the affiliation or de-affiliation procedures at the primary MC service server (see subclause 10.8.3.1 or subclause 10.8.4.2) as per the MC service user 1's requested changes to the target user 2's affiliated group(s). 
NOTE 2:	In the case where the affiliation changes for target user 2 includes MC service groups defined in partner MC systems, the primary MC service server performs the affiliation or de-affiliation procedures by interacting with the partner MC systems (see subclause 10.8.3.2 or subclause 10.8.4.3).
6.	The primary MC service server sends the MC service group affiliation change response to the MC service client 1. If the requested affiliation status was not changed (see 4), then the MC service server creates an appropriate (accept) MC service group affiliation change response to send to MC service client 1.
NOTE 3:	If multiple MC service groups are included in step 1, and these MC service groups belong to different partner MC systems, the primary MC service server can wait until all the partner MC systems provides the MC service group affiliation change response messages.
[bookmark: _Toc433209696][bookmark: _Toc460615984][bookmark: _Toc460616845][bookmark: _Toc460662234][bookmark: _Toc468105528][bookmark: _Toc468110623][bookmark: _Toc155282292]10.8.5.2	Remote change of affiliation for groups defined in partner MC system
[bookmark: _Toc433209697][bookmark: _Toc460615985][bookmark: _Toc460616846][bookmark: _Toc460662235][bookmark: _Toc468105529][bookmark: _Toc468110624][bookmark: _Toc155282293]10.8.5.2.1	Authorized user remotely changes another MC service user's affiliated MC service group(s) defined in partner MC system – mandatory mode
The procedure for the authorized user to remotely change another MC service user's affiliated MC service group(s) defined in partner MC systems for a single MC service without requiring the target user's approval is described in figure 10.8.5.2.1-1.
Pre-conditions:
1.	The MC service client 1 (authorized user) has already been provisioned (statically or dynamically) with the target MC service user 2's information and group information, that the target MC service user 2 is allowed to be affiliated or de-affiliated;
2.	The MC service client 1 (authorized user 1), MC service client 2 (target MC service user 2), and the primary MC service server belong to the same MC system;
3.	The partner MC service server may have retrieved the group related information from the group management server;
4.	The primary MC service server may have retrieved the user policy e.g. user related information regarding user(s) authorization to affiliate or to de-affiliate to MC service group(s), priority, and other related configuration data; and
5.	The partner group management server has subscribed to the MC service server within the MC system where the group is defined for affiliation status updates.


Figure 10.8.5.2.1-1: Remote change MC service group affiliation defined in partner MC system – mandatory mode
1.	When an authorized user requires one or more MC service users to change the affiliation to an MC service group or set of MC service groups, the MC service client 1 of the authorized user 1 sends MC service group affiliation change request with the indication of mandatory mode to the primary MC service server. The information (i.e. target MC service user(s) ID, MC service group(s) ID, requested affiliation status) used to indicate the change of the affiliation relationship between the target MC service user 2 and the MC service group(s) shall be included.
2.	The primary MC service server shall check if the MC service user 1 is authorized to initiate the change of the affiliation relationship between the target user 2 and the MC service group(s). The primary MC service server shall check if the target MC service user(s) are authorized for the requested affiliation relationship based on the user profile. The primary MC service server also performs the check for the maximum limit on the total number (N2) of MC service groups that the user can be affiliated to simultaneously.
3.	Based on the MC service group information included in the request, the primary MC service server determines to send MC service group affiliation change request to the corresponding partner MC service server (group host server).
4a.	The partner MC service server checks if the group policy is locally cached. If the group policy is not locally cached on the partner MC service server then the partner MC service server subscribes to the group policy from the group configuration from the group management server.
4b.	The partner MC service server receives the group policy from the group configuration from the group management server via notification and locally caches the group policy from the group configuration.
5.	Based on the group policy, the partner MC service server checks if the target MC service user 2 is authorized to affiliate to the MC service group(s). It is possible that the target MC service user 2 affiliates to one or more MC service groups and also de-affiliates from one or more MC service groups. 
6.	If the target MC service user 2 is authorized to affiliate or de-affiliate to the MC service group(s) and if the requested affiliation status is different to the current affiliation status, then the partner MC service server stores the new affiliation status of the target MC service user 2 for the MC service group(s).
7.	The partner MC service server sends the MC service group affiliation change response to the primary MC service server.
8.	The partner MC service server updates the group management server with the affiliation status of the target MC service user 2 for the MC service group(s).
NOTE:	Steps 7 and 8 can occur in any order or in parallel.
9.	If the requested affiliation status is different to the current affiliation status, then the primary MC service server stores the new affiliation status of the target MC service user 2 for the MC service group(s).
10a.	If the requested affiliation status is different to the current affiliation status, then the primary MC service server sends the MC service group affiliation change request with the indication of mandatory mode to MC service client 2 of the target MC service user 2. The target MC service user 2 receives the latest information about the affiliated MC service groups. Further the MC service client 2 may subscribe for the affiliated MC service groups information with the group management server.
10b.	The target MC service client 2 provides an MC service group affiliation change response to the MC service server.
11.	The primary MC service server sends the MC service group affiliation change response to MC service client 1 (authorized user). If the requested affiliation status was not changed (see 10a), then the MC service server creates an appropriate (accept) MC service group affiliation change response to send to MC service client 1.

[bookmark: _Toc468105530][bookmark: _Toc468110625][bookmark: _Toc428365162][bookmark: _Toc433209861][bookmark: _Toc460616237][bookmark: _Toc460617098][bookmark: _Toc460662487][bookmark: _Toc155282294]10.9	Location management (on-network)
[bookmark: _Toc461451069][bookmark: _Toc468105531][bookmark: _Toc468110626][bookmark: _Toc155282295]10.9.1	General
Location information of MC service user shall be provided by the location management client to the location management server. The location information reporting triggers are based on the location reporting configuration. Different type of location information can be provided. 
The location management client can be configured to store location information while not reporting location information to the location management server. The location management client may report stored location information to the location management server.
NOTE:	Configuration and location information transmission may occur while there is a communication link between the location management client and location management server.
[bookmark: _Toc433379666][bookmark: _Toc460616209][bookmark: _Toc460617070][bookmark: _Toc465162696][bookmark: _Toc468105532][bookmark: _Toc468110627]In the information flows of clause 10.9.2, and procedures of clause 10.9.3:
-	the term "requesting MC service user" is used to refer to the MC service user which sends a request to subscribe to location information reports, to trigger a location information report or to modify existing location information triggers from another MC service user;
-	the term "requested MC service user" is used to refer to the MC service user whose location information is requested or existing location information triggers are to be modified; and
-	the term "reporting MC service user" is used to refer to the MC service user which provides location related information based on on-demand request or trigger criteria. 
[bookmark: _Toc155282296]10.9.2	Information flows for location information
[bookmark: _Toc433379667][bookmark: _Toc460616210][bookmark: _Toc460617071][bookmark: _Toc465162697][bookmark: _Toc468105533][bookmark: _Toc468110628][bookmark: _Toc155282297]10.9.2.1	Location reporting configuration
Table 10.9.2.1-1 describes the information flow from the location management server to the location management client for the location reporting configuration.
Table 10.9.2.1-1: Location reporting configuration 
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user to which the location reporting configuration is targeted.

	Requested non-emergency location information
	O
(see NOTE 1)
	Identifies what location information is requested, except for emergency or imminent peril calls or emergency alerts

	Requested emergency location information
	O
(see NOTE 1)
	Identifies what location information is requested, for emergency or imminent peril calls or emergency alerts

	Triggering criteria in non- emergency cases
	O
(see NOTE 1)
	Identifies when the location management client will send the location report in non-emergency cases

	Handling criteria in not reporting location information cases
	O
	Identifies when the location management client will store location information (e.g. never, off-network, IOPS)

	Triggering criteria in not reporting location information cases
	O
(see NOTE 2)
	Identifies the causes when the location management client will generate location information

	Minimum time between consecutive reports
	O
(see NOTE 1)
	Defaults to 0 if absent and 0 for emergency calls, imminent peril calls and emergency alerts 

	Triggering criteria in emergency cases
	O
(see NOTE 1)
	Identifies when the location management client will send the location report in emergency cases

	NOTE 1:	If none of the information elements is present, this represents a cancellation for location reporting based on Triggering criteria in emergency and non-emergency cases, if configured. 
NOTE 2:	If not present, location information is generated based on Triggering criteria in emergency and non-emergency cases, if configured.



[bookmark: _Toc460616211][bookmark: _Toc460617072][bookmark: _Toc465162698][bookmark: _Toc468105534][bookmark: _Toc468110629][bookmark: _Toc155282298]10.9.2.2	Location information report
Table 10.9.2.2-1 describes the information flow from the location management client to the location management server for the location information reporting.
Table 10.9.2.2-1: Location information report (LMC – LMS)
	Information element
	Status
	Description

	Set of MC service IDs
	M
	Set of identities of the reporting MC service user on the MC service UE (e.g. MCPTT ID, MCVideo ID, MCData ID)

	MC service ID 
(see NOTE 4)
	O
	Identity of the requesting MC service user.

	Functional alias(es) 
(see NOTE 1)
	O
	Functional alias that corresponds to the reporting MC service ID.

	Functional alias
	O
	Functional alias that corresponds to the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	MC service UE label
	O
	Generic name of the reporting MC service UE

	Triggering event
(see NOTE 3)
	M
	Identity of the event that triggered the sending of the report

	Location Information (see NOTE 2)
	M
	Location information of the individual MC service user

	NOTE 1:	Each functional alias corresponds to an individual MC service ID.
NOTE 2:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.
NOTE 3:	An on-demand request may be the triggering event.
NOTE 4:	In case of an on-demand request of an MC service user the MC service ID shall be provided. In case of an MC service server request or an event-triggered report, no MC service ID is  provided.



[bookmark: _Toc460616212][bookmark: _Toc460617073][bookmark: _Toc465162699][bookmark: _Toc468105535][bookmark: _Toc468110630]Table 10.9.2.2-2 describes the information flow from the location management server to the location management client for location information reporting.
Table 10.9.2.2-2: Location information report (LMS – LMC)
	Information element
	Status
	Description

	Set of MC service IDs
	M
	Set of identities of the reporting MC service user on the MC service UE (e.g. MCPTT ID, MCVideo ID, MCData ID)

	MC service ID 
	M
	Identity of the requesting MC service user.

	Functional alias(es) (see NOTE 1)
	O
	Functional alias that corresponds to the reporting MC service ID.

	Functional alias
	O
	Functional alias that corresponds to the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	MC service UE label
	O
	Generic name of the reporting MC service UE

	Triggering event (see NOTE 3)
	M
	Identity of the event that triggered the sending of the report

	Location Information (see NOTE 2)
	M
	Location information of the individual MC service user

	NOTE 1:	Each functional alias corresponds to an individual MC service ID.
NOTE 2:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.
NOTE 3:	An on-demand request may be the triggering event.



Table 10.9.2.2-3 describes the information flow from the location management server to the MC service server for location information reporting.
Table 10.9.2.2-3: Location information report (LMS – MC service server)
	Information element
	Status
	Description

	Set of MC service IDs
	M
	Set of identities of the reporting MC service user on the MC service UE (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Functional alias(es) (see NOTE 1)
	O
	Functional alias that corresponds to the MC service ID.

	Triggering event (see NOTE 3)
	M
	Identity of the event that triggered the sending of the report

	Location Information (see NOTE 2)
	M
	Location information of the individual MC service user

	NOTE 1:	Each functional alias corresponds to an individual MC service ID.
NOTE 2:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.
NOTE 3:	An on-demand request may be the triggering event.



Table 10.9.2.2-4 describe the information flow to support the handling of location information across MC systems.
Table 10.9.2.2-4: Location information report (LMS – LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user at partner MC system

	Functional alias
	O (see NOTE 1)
	Functional alias of the reporting MC service user at partner MC system

	MC service ID 
	M (see NOTE 2)
	Identity of the requesting MC service user at primary MC system

	Functional alias
	O (see NOTE 2)
	Functional alias of the requesting MC service user at primary MC system

	MC service UE label
	O
	Generic name of the reporting MC service UE at partner MC system

	Triggering event (see NOTE 3)
	M
	Identity of the event that triggered the sending of the report

	Location Information (see NOTE 4)
	M
	Location information of the individual MC service user at partner MC system

	NOTE 1:	It shall be present if used with the Functional alias associated request.
NOTE 2:	Only present, if provided with the associated request.
NOTE 3:	An on-demand request may be the triggering event.
NOTE 4:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.



[bookmark: _Toc155282299]10.9.2.3	Location information request
Tables 10.9.2.3-1, 10.9.2.3-2 and 10.9.2.3-3 describe the information flow from the MC service server to the location management server and from the location management server to the location management client and from location management client to location management server respectively for requesting an immediate location information report.
Table 10.9.2.3-1: Location information request (MC service server to location management server)
	Information element
	Status
	Description

	MC service ID list
	O
(see NOTE)
	List of MC service users whose location information is requested

	Functional alias
	O
(see NOTE)
	Location information of MC service users who have activated this functional alias is requested

	NOTE:	Either the MC service ID list or the functional alias must be present.



Table 10.9.2.3-2: Location information request (Location management server to location management client)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of MC service user whose location information is requested

	MC service ID
	O
	Identity of the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Functional alias
	O
	Functional alias that corresponds to the requested MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Functional alias
	O
	Functional alias that corresponds to the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)



Table 10.9.2.3-3: Location information request (Location management client to location management server)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the requesting authorized MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	MC service ID list
	O
(see NOTE)
	List of MC service users whose location information is requested

	Functional alias
	O
	Functional alias that corresponds to the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Functional alias
	O
(see NOTE)
	Functional alias that corresponds to the requested MC service user(s) (e.g. MCPTT ID, MCVideo ID, MCData ID)

	NOTE:	Either the MC service ID list or the functional alias must be present.



Tables 10.9.2.3-4 describe the information flow to support the handling of location information across MC systems.
Table 10.9.2.3-4: Location information request (Location management server to location management server)
	Information element
	Status
	Description

	MC service ID
	M (see NOTE 1)
	Identity of the requesting authorized MC service user at primary MC system

	Functional alias
	O (see NOTE 1)
	Functional alias that corresponds to the requesting MC service user at primary MC system

	MC service ID list
	O (see NOTE 2)
	List of identities of those MC service users at partner MC system whose location information are requested

	Functional alias
	O (see NOTE 2)
	Functional alias of those MC service users at partner MC system whose location information are requested

	NOTE 1:	Only present if Location information client has initiated the request.
NOTE 2:	Either the MC service ID list or the functional alias must be present.




[bookmark: _Toc460616213][bookmark: _Toc460617074][bookmark: _Toc465162700][bookmark: _Toc468105536][bookmark: _Toc468110631][bookmark: _Toc155282300]10.9.2.4	Location reporting trigger
Table 10.9.2.4-1 describes the information flow from the location management client to the location management server for triggering a location reporting procedure.
Table 10.9.2.4-1: Location reporting trigger
	Information element
	Status
	Description

	MC service ID
	M
(see NOTE 1)
	Identity of the requesting authorized MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Functional alias
	O
	Functional alias that corresponds to the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	MC service ID
	O
(see NOTE 1)
(see NOTE 3)
	Identity of the requested MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Functional alias
	O
(see NOTE 3)
	Functional alias that corresponds to the requested MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID).

	Immediate Report Indicator
	O
(see NOTE 2)
	Indicates whether an immediate location report is required

	Requested non-emergency location information
	O
(see NOTE 2)
	Identifies what location information is requested, except for emergency or imminent peril calls or emergency alerts

	Requested emergency location information
	O
(see NOTE 2)
	Identifies what location information is requested, for emergency or imminent peril calls or emergency alerts

	Triggering criteria in non- emergency cases
	O
(see NOTE 2)
	Identifies when the client will send the location report in non-emergency cases

	Triggering criteria in emergency cases
	O
(see NOTE 2)
	Identifies when the client will send the location report in emergency cases

	Minimum time between consecutive reports
	O
(see NOTE 2)
	Defaults to 0 if absent and 0 for emergency calls, imminent peril calls and emergency alerts 

	NOTE 1:	The identity of the requesting MC service user and the requested MC service user shall belong to the same MC service. E.g. if requesting MC service user is using a MCPTT ID, then the requested MC service user identity shall be an MCPTT ID.
NOTE 2:	At least one of these rows shall be present.
NOTE 3:	Either the MC service ID or the functional alias must be present.



[bookmark: _Toc465162701][bookmark: _Toc468105537][bookmark: _Toc468110632][bookmark: _Toc155282301]10.9.2.5	Location information subscription request
Table 10.9.2.5-1 describes the information flow from the MC service server to the location management server for location information subscription request.
[bookmark: _Hlk114827308]Table 10.9.2.5-1: Location information subscription request (MC service server – LMS)
	Information element
	Status
	Description

	MC service ID list
	M
	List of MC service users whose location information is requested

	Time between consecutive reports
	M (see NOTE)
	Indicates the interval time between consecutive reports. The provided time is to be used for all MC service IDs provided in the MC service ID list.

	NOTE:	If the interval time has a value of zero then the location management server will send the Location information notification immediately the location information report is received from the MC service user in the MC service ID list.



[bookmark: _Toc465162702][bookmark: _Toc468105538][bookmark: _Toc468110633]Table 10.9.2.5-2 describes the information flow from the location management client to the location management server for location information subscription request.
Table 10.9.2.5-2: Location information subscription request (LMC – LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the requesting MC service user

	MC service ID list
	M
	List of MC service users whose location information is requested

	Time between consecutive reports
	M (see NOTE)
	Indicates the interval time between consecutive reports. The provided time is to be used for all MC service IDs provided in the MC service ID list.

	NOTE:	If the interval time has a value of zero then the location management server will send the Location information notification immediately the location information report is received from the MC service user in the MC service ID list.



Table 10.9.2.5-3 describes the information flow from the location management server in the primary MC system to the location management server in the partner MC system for the location information subscription request.
Table 10.9.2.5-3: Location information subscription request (LMS – LMS)
	Information element
	Status
	Description

	MC service ID (see NOTE 1)
	M
	Identity of the requesting MC service user in the primary MC system

	MC service ID list
	M
	List of the identities of MC service users in the partner MC system whose location information are requested

	Time between consecutive location notifications (see NOTE 2)
	M
	Indicates the interval time between consecutive location notifications

	NOTE 1:	This element is only present when the request is originated by an MC service client.
NOTE 2:	If the interval time has a value of zero then the location management server will send the location information notification immediately after the location information update is received from the MC service user in the MC service ID list.



[bookmark: _Toc155282302]10.9.2.6	Location information subscription response
Table 10.9.2.6-1 describes the information flow from the location management server to the MC service server or location management client and from the location management server in the partner MC system to the location management server in the primary MC system for the location information subscription response.
Table 10.9.2.6-1: Location information subscription response
	Information element
	Status
	Description

	MC service ID (see NOTE 1)
	M
	Identity of the requesting MC service user

	Subscription status (see NOTE 2)
	M
	Indicates the subscription result

	NOTE 1:	This element is only present when the associated request was originated by an MC service client.
NOTE 2:	The subscription status provides the status for each MC service ID listed with the associated request.



[bookmark: _Toc468105539][bookmark: _Toc468110634][bookmark: _Toc155282303]10.9.2.7	Location information notification
Table 10.9.2.7-1 and Table 10.9.2.7-2 describe the information flows from the location management server to the MC service server and from the location management server to the location management client.
Table 10.9.2.7-1: Location information notification (LMS to MC service server)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user whose location information is being notified

	Triggering event
	M
	Identity of the event that triggered the sending of the notification

	Location Information (see NOTE)
	M
	Location information

	NOTE:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.



Table 10.9.2.7-2: Location information notification (LMS to LMC)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user whose location information is being notified

	Functional alias
	O
	Functional alias that corresponds to the MC service user whose location information is being notified

	MC service ID
	M
	Identity of the MC service user subscribed to location information

	Triggering event
	M
	Identity of the event that triggered the sending of the notification

	Location Information (see NOTE)
	M
	Location information

	MC service UE label
	O
	Generic name of the reporting MC service UE

	NOTE:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.



Table 10.9.2.7-3 describes the information flow from the location management server in the partner MC system to the location management server in the primary MC system.
Table 10.9.2.7-3: Location information notification (LMS to LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user whose location information is being notified

	Functional alias
	O
	Functional alias that corresponds to the MC service user whose location information is being notified

	Triggering event
	M
	Identity of the event that triggered the sending of the notification

	Location Information (see NOTE)
	M
	Location information

	MC service UE label
	O
	Generic name of the reporting MC service UE

	NOTE:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.



10.9.2.8	Location information cancel subscription request
Table 10.9.2.8-1 describes the information flow from the MC service server to the location management server for location information cancel subscription request.
Table 10.9.2.8-1: Location information cancel subscription request (MC service server to location management server)
	Information element
	Status
	Description

	MC service ID list
	M
	List of identities of the MC service users for whom location information is no longer required



Table 10.9.2.8-2 describes the information flow from the location management client to the location management server for location information cancel subscription request.
Table 10.9.2.8-2: Location information cancel subscription request (Location management client to location management server)
	Information element
	Status
	Description

	MC service ID (see NOTE 1)
	M
	Identity of the requesting MC service user

	MC service ID (see NOTE 2)
	O
	Identity of the MC service user, whose subscription is to be cancelled

	MC service ID list
	M
	List of identities of the MC service users for whom location information is no longer required

	NOTE 1:	Authorized or subscribed MC service user.
NOTE 2:	Only used with the authorized MC service user.



Table 10.9.2.8-3 describes the information flow from the location management server in the primary MC system to the location management server in the partner MC system for the location information cancel subscription request. 
Table 10.9.2.8-3: Location information cancel subscription request (Location management server to location management server)
	Information element
	Status
	Description

	MC service ID (see NOTE 1)
	M
	Identity of the requesting MC service user in the primary MC system

	MC service ID (see NOTE 2)
	O
	Identity of the MC service user in the partner MC system, whose subscription is to be cancelled

	MC service ID list
	M
	List of the identities of MC service users in the partner MC system for whom location information is no longer required

	NOTE 1:		Authorized or subscribed MC service user and only present when the request was originated by an MC service client.
NOTE 2:	Only used with the authorized MC service user.



10.9.2.9	Location information cancel subscription response
Table 10.9.2.9-1 describes the information flow from the location management server to the MC service server for location information cancel subscription response.
Table 10.9.2.9-1: Location information cancel subscription response (Location management server to MC service server)
	Information element
	Status
	Description

	MC service ID list
	M
	List of identities of MC service users, whose subscription has been requested to be cancelled

	Subscription cancel response
	M
	Indicates the cancel subscription result



Table 10.9.2.9-2 describes the information flow from the location management server to the location management client for location information cancel subscription response.
Table 10.9.2.9-2: Location information cancel subscription response (Location management server to location management client)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the requesting MC service user

	MC service ID (see NOTE)
	O
	Identity of the MC service user, whose subscription has been requested to be cancelled

	MC service ID list
	M
	List of identities of MC service users for whom location information is no longer required

	Subscription cancel response
	M
	Indicates the cancel subscription result

	NOTE:	Only used with the authorized MC service user. Must be present, if used with the associated request.



Table 10.9.2.9-3 describes the information flow from the location management server in the partner MC system to the location management server in the primary MC system for location information cancel subscription response.
Table 10.9.2.9-3: Location information cancel subscription response (Location management server to location management server)
	Information element
	Status
	Description

	MC service ID (see NOTE 1)
	M
	Identity of the requesting MC service user in the primary MC system

	MC service ID (see NOTE 2)
	O
	Identity of the MC service user in the partner MC system, whose subscription has been requested to be cancelled

	MC service ID list
	M
	List of identities of MC service users in the partner MC system for whom location information is no longer required

	Subscription cancel response (see NOTE 3)
	M
	Indicates the cancel subscription result

	NOTE 1:	This element is only present when the associated request was originated by an MC service client.
NOTE 2:	Only used with the authorized MC service user. Must be present, if used with the associated request.
NOTE 3:	Provides the status for each MC service ID listed with the associated request.



[bookmark: _Toc468105540][bookmark: _Toc468110635][bookmark: _Toc155282304]10.9.2.10	Location report response
Table 10.9.2.10-1 describes the information flow from the location management server to the requesting location management client for the location information reporting when using functional alias.
Table 10.9.2.10-1: Location report response
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user whose location information is requested

	MC service ID
	M
	Identity of the MC service user who requested the location information based on a provided functional alias

	Functional alias
	O
	Functional alias that corresponds to the MC service ID of the reporting MC service user

	Triggering event
	M
	Identity of the event that triggered the sending of the report

	Location Information
(see NOTE)
	M
	Location information for the corresponding functional alias and its MC service ID

	MC service UE label
	O
	Generic name of the reporting MC service UE

	NOTE:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.



[bookmark: _Toc155282305]10.9.2.11	Location information history status request
Table 10.9.2.11-1 describes the information flow from the location management client to the location management server to request the status of stored location information, following a return to report location information to the location management server.
Table 10.9.2.11-1: Location information history status request (LMC – LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user from whom status is requested

	MC service ID
	M
	Identity of the MC service user, who has requested the status



Table 10.9.2.11-2 describes the information flow from the location management server to the location management client to request the status of stored location information, following a return to report location information to the location management server.
Table 10.9.2.11-2: Location information history status request (LMS – LMC)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user from whom status is requested



Table 10.9.2.11-3 describes the information flow from the MC service server to the location management server to request the status of stored location information, following a return to report location information to the location management server.
Table 10.9.2.11-3: Location information history status request (MC service server – LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user from whom status is requested

	MC service ID
	O
	Identity of the MC service user, who has requested the status



[bookmark: _Toc155282306]10.9.2.12	Location information history status report
The location management client stored location information, while not reporting location information to the location management server, and subsequently the reporting may start following the reestablishment of a communication link between the location management client and the location management server.
Table 10.9.2.12-1 describes the information flow from the location management client to the location management server to report the status of stored location information.
Table 10.9.2.12-1: Location information history status report (LMC – LMS)
	Information element
	Status
	Description

	MC service ID list
	M
	List of identities (e.g. MCPTT ID, MCData ID, MCVideo ID) of the MC service user who reports the status

	Number of stored reports
	O
	Indicates either zero or the number of available reports

	Start time
	O
	First time of measurement of the available reports

	End time
	O
	Last time of measurement of the available reports

	Triggered event list (see NOTE)
	M
	Identifies the criteria when the location management client generated location information, while not reporting location information

	NOTE:	Each triggered criterion is shown once with either the associated Number of stored reports, or with the associated Start time, or with the associated Start time and End time or with the associated End time.



Table 10.9.2.12-2 describes the information flow from the location management server to the location management client to report the status of stored location information.
Table 10.9.2.12-2: Location information history status report (LMS – LMC)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user who reports the status

	MC service ID
	M
	Identity of the MC service user to receive the status report

	Number of stored reports
	O
	Indicates either zero or the number of available reports

	Start time
	O
	First time of measurement of the available reports

	End time
	O
	Last time of measurement of the available reports

	Triggered event list (see NOTE)
	M
	Identifies the criteria when the location management client generated location information, while not reporting location information

	NOTE:	Each triggered criterion is shown once with either the associated Number of stored reports, or with the associated Start time, or with the associated Start time and End time or with the associated End time.



Table 10.9.2.12-3 describes the information flow from the location management server to the MC service server to report the status of stored location information.
Table 10.9.2.12-3: Location information history status report (LMS - MC service server)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user who reports the status

	Number of stored reports
	O
	Indicates either zero or the number of available reports

	Start time
	O
	First time of measurement of the available reports

	End time
	O
	Last time of measurement of the available reports

	Triggered event list (see NOTE)
	M
	Identifies the criteria when the location management client generated location information, while not reporting location information

	NOTE:	Each triggered criterion is shown once with either the associated Number of stored reports, or with the associated Start time, or with the associated Start time and End time or with the associated End time.



[bookmark: _Toc155282307]10.9.2.13	Location information history request
The location management client stored location information, while not reporting location information to the location management server, and subsequently the reporting may start following the reestablishment of a communication link between the location management client and the location management server. Either all or a subset of the stored location information may be requested prior to the location information history reporting.
Table 10.9.2.13-1 describes the information flow from the location management client to the location management server for the location information history request of stored location information.
Table 10.9.2.13-1: Location information history request (LMC – LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user from whom reports are requested 

	MC service ID
	M
	Identity of the MC service user who requests location information

	Number of stored reports (see NOTE)
	O
	Indicates the number of requested reports

	Start time (see NOTE)
	O
	Indicates to send reports having this time of measurement and newer

	End time (see NOTE)
	O
	Indicates to send reports having this time of measurement and older

	Triggered event list (see NOTE)
	O
	Identifies the criteria when the location management client generated location information, while not reporting location information

	Minimum time between consecutive reports
	O 
	Defaults to 0 if absent

	NOTE:	If none of these information elements is present, all stored location information shall be reported. Information elements may combined to request a subset of the available location information.



Table 10.9.2.13-2 describes the information flow from location management server to the location management client for the location information history request of stored location information.
Table 10.9.2.13-2: Location information history request (LMS – LMC)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user from whom reports are requested 

	Number of stored reports (see NOTE)
	O
	Indicates the number of requested reports

	Start time (see NOTE)
	O
	Indicates to send reports having this time of measurement and newer

	End time (see NOTE)
	O
	Indicates to send reports having this time of measurement and older

	Triggered event list (see NOTE)
	O
	Identifies the criteria when the location management client generated location information, while not reporting location information

	Minimum time between consecutive reports
	O 
	Defaults to 0 if absent

	NOTE:	If none of these information elements is present, all stored location information shall be reported. Information elements may combined to request a subset of the available location information.



Table 10.9.2.13-3 describes the information flow from the MC service server to the location management server for the location information history request of stored location information.
Table 10.9.2.13-3: Location information history request (MC service server – LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user from whom reports are requested 

	Number of stored reports (see NOTE)
	O
	Indicates the number of requested reports

	Start time (see NOTE)
	O
	Indicates to send reports having this time of measurement and newer

	End time (see NOTE)
	O
	Indicates to send reports having this time of measurement and older

	Triggered event list (see NOTE)
	O
	Identifies the criteria when the location management client generated location information, while not reporting location information

	Minimum time between consecutive reports
	O 
	Defaults to 0 if absent

	NOTE:	If none of these information elements is present, all stored location information shall be reported. Information elements may combined to request a subset of the available location information.



[bookmark: _Toc155282308]10.9.2.14	Location information history report
The location management client stored location information, while not reporting location information to the location management server, and subsequently the reporting may start following the reestablishment of a communication link between the location management client and the location management server.
Table 10.9.2.14-1 describes the information flow from the location management client to the location management server for the location information history reporting of stored location information.
Table 10.9.2.14-1: Location information history report (LMC – LMS)
	Information element
	Status
	Description

	MC service ID list
	M
	List of identities of the reporting MC service user (e.g. MCPTT ID, MCData ID, MCVideo ID)

	Triggered event
	M
	Identifies the criterion when the location management client generated location information, while not reporting location information

	Location Information (see NOTE 1)
	M
	Location information

	MC service UE label
	O
	Generic name of the reporting MC service UE

	History report (see NOTE 2)
	O
	Location information history report indicator

	NOTE 1:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.
NOTE 2:	Only present, if triggering criteria in emergency cases or triggering criteria in non-emergency cases used.



Table 10.9.2.14-2 describes the information flow from the location management server to the location management client for the location information history reporting of stored location information.
Table 10.9.2.14-2: Location information history report (LMS – LMC)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user

	MC service ID
	M
	Identity of the MC service user, who has requested location information

	Triggered event
	M
	Identifies the criterion when the location management client generated location information, while not reporting location information

	Location Information
(see NOTE 1)
	M
	Location information

	MC service UE label
	O
	Generic name of the reporting MC service UE

	History report (see NOTE 2)
	O
	Location information history report indicator

	NOTE 1:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.
NOTE 2:	Only present, if triggering criteria in emergency cases or triggering criteria in non-emergency cases used.



Table 10.9.2.14-3 describes the information flow from the location management server to the MC service server for the location information history reporting of stored location information.
Table 10.9.2.14-3: Location information history report (LMS - MC service server)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user

	Triggered event
	M
	Identifies the criterion when the location management client generated location information, while not reporting location information

	Location Information (see NOTE 1)
	M
	Location information

	History report (see NOTE 2)
	O
	Location information history report indicator

	NOTE 1:	This may contain multiple sets of elements for the MC service user. The following elements shall accompany the location information elements: time of measurement and optional accuracy. The following location information elements shall be optional (configurable) present: longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs, with at least one provided.
NOTE 2:	Only present, if triggering criteria in emergency cases or triggering criteria in non-emergency cases used.



[bookmark: _Toc155282309]10.9.2.15	Location information history cancel request
Table 10.9.2.15-1 describes the information flow from the location management client to the location management server for the cancellation request of location information history reporting.
Table 10.9.2.15-1: Location information history cancel request (LMC – LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user

	MC service ID
	M
	Identity of the MC service user, who has requested the cancellation

	Cancellation type
	O
	Type of cancellation (e.g. from reporting LMC, from LMS, from LMC and LMS)



Table 10.9.2.15-2 describes the information flow from the location management server to the location management client for the cancellation request of location information history reporting.
Table 10.9.2.15-2: Location information history cancel request (LMS – LMC)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user



Table 10.9.2.15-3 describes the information flow from the MC service server to the location management server for the cancellation request of location information history reporting.
Table 10.9.2.15-3: Location information history cancel request (MC service server - LMS)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user

	MC service ID
	O
	Identity of the MC service user, who has requested the cancellation



[bookmark: _Toc155282310]10.9.2.16	Location information history cancel response
Table 10.9.2.16-1 describes the information flow from the location management server to the MC service server for the cancellation response of location information history reporting.
Table 10.9.2.16-1: Location information history cancel response (LMC – LMS)
	Information element
	Status
	Description

	MC service ID list
	M
	List of identities (e.g. MCPTT ID, MCData ID, MCVideo ID) of the reporting MC service user



Table 10.9.2.16-2 describes the information flow from the location management server to the location management client for the cancellation response of location information history reporting.
Table 10.9.2.16-2: Location information history cancel response (LMS – LMC)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user

	Response
	M
	Confirm cancellation from reporting LMC, from LMS or from reporting LMC and LMS



Table 10.9.2.16-3 describes the information flow from the MC service server to the location management server for the cancellation response of location information history reporting.
Table 10.9.2.16-3: Location information history cancel response (LMS - MC service server)
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the reporting MC service user



[bookmark: _Toc155282311]10.9.2.17	Location reporting temporary configuration request
Table 10.9.2.17-1 describes the information flow from the location management client and location management server in the primary MC system to the location management server and location management client in the partner MC system for the location reporting temporary configuration request.
Table 10.9.2.17-1: Location reporting temporary configuration request
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the authorized and configuring MC service user located in the primary MC system

	Functional alias
	O
	Functional alias that corresponds to the authorized and configuring MC service user located in the primary MC system

	MC service ID
	M
	Identity of the MC service user located in the partner MC system whose location reporting has to be configured

	Functional alias
	O
	Functional alias that corresponds to MC service user located in the partner MC system whose location reporting has to be configured

	MC service UE label
	O
	Generic name of the to be configured MC service UE

	Temporary location reporting configuration (see NOTE 1)
	M
	Provides set of location reporting parameters to be used temporarily.

	Configuration expiration criteria (see NOTE 2)
	O
	Criteria for restoration of original location reporting parameters (e.g. timer).

	NOTE 1:	All or a subset of the location reporting parameters described in clause 10.9.2.1 of the present document are used. If empty the original location reporting parameters are used, immediately.
NOTE 2:	Ignored with an empty Temporary location reporting configuration.



[bookmark: _Toc51873751][bookmark: _Toc155282312]10.9.2.18	Location reporting temporary configuration response
Table 10.9.2.18-1 describes the information flow from the location management client and location management server in the partner MC system to the location management server and location management client in the primary MC system for the location reporting temporary configuration response.
Table 10.9.2.18-1: Location reporting temporary configuration response
	Information element
	Status
	Description

	MC service ID
	M
	Identity of the authorized and configuring MC service user located in the primary MC system

	Functional alias
	O
	Functional alias that corresponds to the authorized and configuring MC service user located in the primary MC system

	MC service ID
	M
	Identity of the MS service user located in the partner MC system whose location reporting has been configured

	Functional alias
	O
	Functional alias that corresponds to the MS service user located in the partner MC system whose location reporting has been configured

	MC service UE label
	O
	Generic name of the configured MC service UE

	Result
	M
	Indicates the status of each configuration parameter



[bookmark: _Toc98853201][bookmark: _Toc155282313]10.9.2.19	Restrict location information dissemination request
Table 10.9.2.19-1 describes the information flow from the location management client to the location management server for restricting the location information dissemination further.
Table 10.9.2.19-1: Restrict location information dissemination request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	Identity of the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Restrict Location Information Dissemination
	M
	Indicates to enable or disable the location information dissemination

	List of users
(see NOTE 1, NOTE 2)
	O
	Indicates that the restriction of the location information dissemination is applicable for the list of users.

	Functional Alias
(see NOTE 1, NOTE 2, NOTE 3)
	O
	Indicates that the restriction of the location information dissemination is applicable for the list of users who have activated this functional alias.

	NOTE 1: 	If not present, restricting of the location information dissemination is applicable to any users. Dissemination restriction to a particular set of users is not possible if the LMC client applies local restrictions to stop providing location information per local policies.
NOTE 2: 	Either the MC service ID list or the functional alias must be present.
NOTE 3: 	The LMS track the users activating and de-activating functional alias so that associated restriction record can be updated accordingly.



[bookmark: _Toc155282314]10.9.2.20	Restrict location information dissemination response
Table 10.9.2.20-1 describes the information flow from the location management server to the location management client for response to restricting the location information dissemination request. 
Table 10.9.2.20-1: Restrict location information dissemination response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	Identity of the requesting MC service user (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Restrict Location Information Dissemination status
	M
	Indicates the result of restricting the location information dissemination



[bookmark: _Toc155282315]10.9.2.21	Restrict location information dissemination notification
Table 10.9.2.21-1 and Table 10.9.2.21-2 describes the information flow from the location management server to the location management client and from the location management server to the MC service server for notifying about restricting the location information dissemination of another location management client. 
Table 10.9.2.21-1: Restrict location information dissemination notification information elements (LMS to LMC)
	Information Element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user whose location information dissemination retriction information is being notified (e.g. MCPTT ID, MCVideo ID, MCData ID)

	MC service ID
	M
	Identity of the MC service user subscribed to location information

	Location Information Dissemination information
	M
	Indicates whether the dissemination of another MC service user’s location information is enabled or disabled 



Table 10.9.2.21-2: Restrict location information dissemination notification information elements (LMS to MC service server)
	Information Element
	Status
	Description

	MC service ID
	M
	Identity of the MC service user whose location information dissemination retriction information is being notified (e.g. MCPTT ID, MCVideo ID, MCData ID)

	Location Information Dissemination information
	M
	Indicates whether the dissemination of another MC service user’s location information is enabled or disabled 



[bookmark: _Toc155282316]10.9.3	Procedure
[bookmark: _Toc468105541][bookmark: _Toc468110636][bookmark: _Toc155282317]10.9.3.1	Event-triggered location reporting procedure
NOTE 1: This procedure is valid for single MC system operation only.
The location management server provides location reporting configuration to the location management clients, indicating what information the location management server expects and what events will trigger the sending of this information to the location management server. The decision to report location information can be triggered at the location management client by different conditions. The conditions could include, for example, the reception of the location reporting configuration, initial registration, distance travelled, elapsed time, cell change, MBMS SAI change, MBMS session change, leaving a specific MBMS bearer service area, tracking area change, PLMN change, call initiation, or other types of events such as emergency alert, emergency call or imminent peril calls. The location report can include information described as time of measurement, accuracy, longitude, latitude, speed, bearing, altitude, ECGI, MBMS SAIs.


Figure 10.9.3.1-1: Event-triggered location reporting procedure
1.	The location management server sends location reporting configuration message to the location management client(s) containing the initial configuration (or a subsequent update) for reporting the location of the MC service UE. This message can be sent over a unicast bearer to a specific location management client or as a group message over an MBMS bearer to update the location reporting configuration for multiple location management clients at the same time.
NOTE 2:	The location reporting configuration information can be made part of the user profile, in which case the sending of the message is not necessary.
NOTE 3:	Different location management clients may be given different location reporting criteria.
2.	A location reporting event occurs, triggering step 3.
3.	The location management client sends a location information report to the location management server, containing location information identified by the location management server and available to the location management client.
4.	Upon receiving the report, the location management server updates location of the reporting location management client. If the location management server does not have location information of the reporting location management client before, then just stores the reporting location information for that location management client. If the location information report contains an optional MC service UE label, the location management server stores it together with the location information for the reporting location management client.

[bookmark: _Toc460616216][bookmark: _Toc460617077][bookmark: _Toc460662466][bookmark: _Toc468105542][bookmark: _Toc468110637][bookmark: _Toc155282318]10.9.3.2	On-demand location reporting procedure
NOTE: This procedure is valid for single MC system operation only.
The location management server can request MC service UE location information at any time by sending a location information request to the location management client, which may trigger location management client to immediately send the location report. 


Figure 10.9.3.2-1: On-demand location information reporting procedure
1.	Based on configurations such as periodical location information timer, or location information request from other entities (e.g., another location management client of an authorized user, MC service server), location management server initiates the immediate request of location information to be sent from the location management client.
2.	The location management server sends a location information request to the location management client.
3.	The location management client immediately responds to the location management server with a report containing location information identified by the location management server and available to the location management client.
4.	Upon receiving the report, the location management server updates location of the reporting location management client. If the location management server does not have location information of the reporting location management client, the location management server just stores the reporting location information for that location management client. If the location information report contains an optional MC service UE label, the location management server stores it together with the location information for the reporting location management client.
[bookmark: _Toc460616217][bookmark: _Toc460617078][bookmark: _Toc465162706][bookmark: _Toc468105543][bookmark: _Toc468110638][bookmark: _Toc155282319]10.9.3.3	Client-triggered location reporting procedure
NOTE: This procedure is valid for single MC system operation only.
Figure 10.9.3.3-1 illustrates the high level procedure of client-triggered location reporting.


Figure 10.9.3.3-1: Client-triggered location reporting procedure
1.	Location management client 2 (authorized MC service user) sends a location reporting trigger to the location management server to activate a location reporting procedure for obtaining the location information of location management client 1. 
[bookmark: _Toc460616218][bookmark: _Toc460617079]2.	Location management server checks whether location management client 2 is authorized to send a location reporting trigger for location management client 1's location information. Depending on the information specified by the location reporting trigger, location management server initiates an on-demand location reporting procedure or an event-triggered location reporting procedure for the location of location management client 1.
[bookmark: _Toc465162707][bookmark: _Toc468105544][bookmark: _Toc468110639][bookmark: _Toc155282320]10.9.3.4	Location reporting cancel procedure
[bookmark: OLE_LINK38]NOTE: This procedure is valid for single MC system operation only.
The location reporting cancel procedure reuses the information flow of location reporting configuration.
Pre-conditions:
-	The location management client has been provided with location reporting configuration information.



Figure 10.9.3.4-1: Location reporting cancel procedure
1.	The location management server sends location reporting configuration without any information element to the location management client to stop location reporting from the MC service UE.
2.	The location management client stops sending location information reports to the location management server.
[bookmark: _Toc465162708][bookmark: _Toc468105545][bookmark: _Toc468110640][bookmark: _Toc155282321]10.9.3.5	Location information subscription procedure
NOTE 1: This procedure is valid for single MC system operation only.
Figure 10.9.3.5-1 illustrates the high level procedure of location information subscription request. The same procedure can be applied for location management client and other entities that would like to subscribe to MC service user location information.


Figure 10.9.3.5-1: Location information subscription request procedure
1.	MC service server or location management client sends a location information subscription request to the location management server to subscribe location information of one or more MC service users.
2.	The location management server checks if the location management client is authorized to initiate the location information subscription request. 
NOTE 2:	As the MC service server is implicitly trusted, the Location management server needs not to check the authorization for the MC service server.
3.	The location management server replies with a location information subscription response indicating the subscription status.
[bookmark: _Toc468105546][bookmark: _Toc468110641][bookmark: _Toc155282322]10.9.3.6	Usage of location information procedure
[bookmark: _Toc468105547][bookmark: _Toc468110642][bookmark: _Toc155282323]10.9.3.6.1	Event-trigger location information notification procedure
NOTE 1: This procedure is valid for single MC system operation only.
Figure 10.9.3.6.1-1 illustrates the high level procedure of event-trigger usage of location information.  The same procedure can be applied for location management client and other entities that would like to subscribe to location information of MC service user.
Pre-condition:
1.	The MC service server or location management client has subscribed to the location information of a target MC service user.


Figure 10.9.3.6.1-1: Event-trigger usage of location information procedure
1.	Based on configuration, e.g., subscription, periodical location information timer, the location management server is triggered to report the latest user location information of the target MC service user to the subscribed MC service server or subscribed location management client. The location management server has verified that the subscribed MC service server or subscribed location management client is authorized to receive the user location information of the target MC service user.
2.	The location management server sends the location information notification including the latest location information of one MC service user to the MC service server or to the location management client. The latest location information is derived from the location report procedure as described in clause 10.9.3.1, or from PLMN operator (e.g. LCS network). If the optional MC service UE label is present, the location management server sends it, as part of the location information notification, to the MC service user. 
NOTE 2: The MC service server does not receive the MC service UE label.
[bookmark: _Toc468105548][bookmark: _Toc468110643][bookmark: _Toc155282324]10.9.3.6.2	On-demand usage of location information procedure
NOTE 1: This procedure is valid for single MC system operation only.
The MC service server or the location management client can request location information at any time by sending a location information request to the location management server, which may trigger location management server to send the location information report immediately. 
Figure 10.9.3.6.2-1 illustrates the high level procedure of on-demand usage of location information. The same procedure can be applied for other entities that would like to subscribe to location information at the location management server of an MC service user.


Figure 10.9.3.6.2-1: On-demand usage of location information procedure
1.	MC service server or location management client send a location information request to the location management server.
2.	The location management server checks if the location management client is authorized to request the location information.
NOTE 2:	As the MC service server is implicitly trusted, the Location management server needs not to check the authorization for the MC service server.
3.	The location management server acquires the latest location of the MC service clients being requested, by triggering an on-demand location report procedure as described in clause 10.9.3.2, or from PLMN operator (e.g. LCS network).
4.	Then, location management server immediately sends the location information report including the latest location information acquired of one MC service user to the MC service server or to the location management client. If the optional MC service UE label is present, the location management server sends it, as part of the location information report, to the MC service user.
NOTE 3:	The MC service server does not receive the MC service UE label.
10.9.3.7	Location information cancel subscription procedure
NOTE: This procedure is valid for single MC system operation only.
Figure 10.9.3.7-1 illustrates the high level procedure of location information cancel subscription request. The MC service server or the location management client can request the cancellation of location information subscriptions at any time from the location management server.
Pre-conditions:
-	The authorized MC service user is in possession of the MC service ID of the MC service user as well as the location information subscriptions of this MC service ID.


Figure 10.9.3.7-1: Location information cancel subscription request procedure
1.	MC service server or location management client sends a location information cancel subscription request to the location management server to cancel the subscription for location information of one or more MC service users.
2.	The location management server checks the authorization of this request.
NOTE:	Whether the authorization check is a specific check of the requesting MC service user or is a general policy check is outside the scope of this procedure.
3.	The location management server replies with a location information cancel subscription response indicating the cancel subscription status.
[bookmark: _Toc4538672][bookmark: _Toc155282325][bookmark: _Hlk526231271]10.9.3.8	Location management using functional alias
[bookmark: _Toc155282326]10.9.3.8.1	Client-triggered one-time location information report
[bookmark: _Hlk8032879]Figure 10.9.3.8.1-1 illustrates the procedure when a location management client requests one-time location information from other location management clients for location information reporting using functional alias, which can be shared between several MC service users. Under this condition, the actual location of all MC service users sharing the same functional alias are reported.
Pre-conditions:
1.	MC service client 2 and MC service client 3 share the same functional alias.
2.	MC service client 2 and MC service client 3 activated the functional alias.
3.	MC service client 1 may have an activated functional alias.
4.	The location management server has subscribed to the functional alias controlling MC service server within the MC system for functional alias activation/de-activation updates.


Figure 10.9.3.8.1-1: One-time location information report for shared functional alias
[bookmark: _Hlk8033901]1.	Location management client 1 sends a location reporting trigger, limited to one MC service at the time, to the location management server to activate a one-time location report procedure which shall retrieve the location information of the MC service users that may share the contained functional alias. Location management client 1 may include its own activated functional alias.
2.	Location management server checks whether location management client 1 is authorized to send a location reporting trigger for location information of location management clients 2 and 3.
3.	The location management server uses on-demand location reporting procedures. The location information request contains the functional alias provided by the location management client 1 to address location management client 2 and location management client 3.
[bookmark: _Hlk8037501]4.	Upon receiving the report, the location management server updates location of the reporting location management clients. If the location management server does not have location information of a reporting location management client before, then just stores the reporting location information for that location management client.
5.	The location management server sends location report responses to location management client 1 containing the provided location information for each location management client using the given functional alias. If the optional MC service UE label is present, the location management server sends it, as part of the location report response to location management client 1. If not all location management clients immediately respond to the location management server, i.e. other reports some time later, subsequent location reporting responses may be sent.
[bookmark: _Toc155282327]10.9.3.8.2	Client-triggered periodic location information report
Figure 10.9.3.8.2-1 illustrates the procedure when a location management client requests periodic location information from other location management clients for location information reporting using functional aliases which may be shared between several MC service users. Under this condition, the actual location of all MC service users sharing the same functional alias are reported.
Pre-conditions:
1.	MC service client 2 and MC service client 3 share the same functional alias.
2.	MC service client 2 and MC service client 3 activated the functional alias.
3.	MC service client 1 may have an activated functional alias.
4.	The location management server has subscribed to the functional alias controlling MC service server within the MC system for functional alias activation/de-activation updates.


 Figure 10.9.3.8.2-1: Periodic location information report for shared functional alias
1.	Location management client 1 sends a location reporting trigger, limited to one MC service at the time, to the location management server to activate a periodic location reporting procedure which shall retrieve the location information of the MC service users sharing the contained functional alias. Location management client 1 may include its own activated functional alias. 
2.	Location management server checks whether location management client 1 is authorized to send a location reporting trigger for location information for location management clients that have activated the functional alias.
3.	Depending on the information given by the location reporting trigger, the location management server uses event-triggered location information procedure and immediately send location information request to the location management clients that contains the functional alias requested by the location management client 1.
4.	Upon receiving the reports, the location management server updates location of the reporting location management clients.
5.	The location management server checks whether location management client 1 is authorized to receive location information for all location management clients that have activated the functional alias.
6.	Based on the received location information reports, the location management server will periodically issue location report responses, one at a time for each location management client for which location management client 1 is authorized to receive location information, encompassing the MC service ID, the associated functional alias, the individual location information of the addressed MC service ID and the optional MC service UE label, if present.
NOTE 1:	If a functional alias is deactivated for an MC service client, the corresponding location management client stops sending periodic location information reports.
NOTE 2:	If a functional alias has been newly activated for an MC service client, the location management server activates location information reporting for this location management client.
NOTE 3:	If a functional alias is simultaneously shared between several MC service IDs, all location management clients with the associated MC service IDs will send the location report until the functional alias status change, e.g. take-over, for the individual MC service ID.
[bookmark: _Toc155282328]10.9.3.9	Usage of location history reporting procedure
[bookmark: _Toc155282329]10.9.3.9.1	General
The location management client may get into a state where it cannot report location information to the location management server at any time after the initial location reporting configuration was provided by the location management server. If any location information trigger criterion applies, while not reporting location information to the location management server, the location management client stores the corresponding location information.
Trigger criteria while not reporting location information to the location management server may vary from trigger criteria while reporting location information to the location management server. Such trigger criteria may for example include not reported distance travelled, not reported elapsed time, not reported call initiation, not reported emergency alert, not reported emergency group call, not reported imminent peril group call and not reported emergency private call.
[bookmark: _Toc155282330]10.9.3.9.2	Report location history procedure
[bookmark: _Toc155282331]10.9.3.9.2.1	On-demand report location history procedure (LMC – LMS)
The location management server can request stored location information at any time from the location management client, following a return to report location information to the location management server.
Figure 10.9.3.9.2.1-1 illustrates the procedure for the on-demand based usage of location information history reporting from the location management client to the location management server.
Pre-conditions:
1.	The location management client is configured to store location information, while not reporting location information to the location management server.
2.	The location management client has stored location information based on triggering criteria in not reporting location information cases.


Figure 10.9.3.9.2.1-1: On-demand based usage of report location history procedure (LMC – LMS)
1.	The location management client returns to report location information while there is a communication link between the location management client and location management server.
2.	Location management server requests the stored location information.
NOTE 1:	The location management client may provide the status of the stored location information prior to the request from location management server.
3.	The location management client responds to the location management server with one or several stored location information history reports.
NOTE 2:	The transmission of requested stored location information does not interrupt the reporting of location information.
NOTE 3:	The most recent stored location information that qualifies for transmission is transmitted first.
NOTE 4:	The transmission may be stopped at any time with the cancel location history reporting procedure, according to the procedure described in clause 10.9.3.9.4 of the present document.
4.	The location management server updates the available location information with one or several stored location information and the optional MC service UE label, if present, from the location management client.
[bookmark: _Toc155282332]10.9.3.9.2.2	On-demand report location history procedure
The location management server can request stored location information at any time from the location management client, following a return to report location information to the location management server. The MC service server or the location management client may initiate the request of stored location information.
Figure 10.9.3.9.2.2-1 illustrates the procedure for the on-demand based usage of location history reporting.
Pre-conditions:
1.	The location management client 1 is configured to store location information, while not reporting location information to the location management server.
2.	The location management client 1 has stored location information based on triggering criteria in not reporting location information cases.
3.	The location management server may have none, a subset or all available stored location information reports from location management client 1.


Figure 10.9.3.9.2.2-1: On-demand based usage of report location history procedure
1.	The MC service server or the location management client 2 initiate the location information history request to the location management server.
NOTE:	The MC service server or the location management client 2 may request the status on stored location information from location management client 1, prior to the location information history request.
2.	The location management server checks the authorization of this request and compares the location information history request with the already retrieved stored location information from location management client 1.
3.	The location management server requests stored location information from location management client 1 according to the procedure described in clause 10.9.3.9.2.1 of the present document, if the desired stored location information is not available on the location management server.
4.	The location management server reports the requested stored location information to the MC service server or location management client 2. The location management server reports the optional MC service UE label, if present, to the location management client 2.
[bookmark: _Toc155282333]10.9.3.9.3	Usage of status location history reporting procedure
[bookmark: _Toc155282334]10.9.3.9.3.1	Status location history reporting procedure (LMC – LMS)
The location management client can report the status of stored location information at any time to the location management server, following a return to report location information to the location management server.
Figure 10.9.3.9.3.1-1 illustrates the procedure for the usage of the status reporting from the location management client.
Pre-conditions:
1.	The location management client has returned to report location information and has stored location information reports.


Figure 10.9.3.9.3.1-1: Status location history reporting procedure (LMC – LMS)
1.	The location management client returns to report location information while there is a communication link between the location management client and location management server.
2.	The location management client reports without a status request the status of the stored location information to the location information server.

[bookmark: _Toc155282335]10.9.3.9.3.2	On-demand status location history reporting procedure (LMS – LMC)
The location management server can request the status of stored location information at any time from the location management client, following a return to report location information to the location management server.
Figure 10.9.3.9.3.2-1 illustrates the procedure for the on-demand based usage of requesting the status of the stored location information from the location management client.
Pre-conditions:
1.	The location management client has returned to report location information and has stored location information reports.


Figure 10.9.3.9.3.2-1: On-demand based usage of status location history reporting procedure (LMS – LMC)
1.	The location management client returns to report location information while there is a communication link between the location management client and location management server.
2.	The location management server requests the status of the stored location information from the location management client.
3.	The location management client reports the status of the stored location information to the location information server.

[bookmark: _Toc155282336]10.9.3.9.3.3	On-demand status location history reporting procedure
The MC service server or the location management client can request the status of stored location information at any time, following a return to report location information to the location management server.
Figure 10.9.3.9.3.3-1 illustrates the procedure for the on-demand based usage of the status location history reporting procedure.
Pre-conditions:
1.	The location management client 1 has returned to report location information and has stored location information reports.


Figure 10.9.3.9.3.3-1: On-demand based usage of status location history reporting procedure
1.	The MC service server or location management client 2 requests the status of the stored location information reports from the location management client 1.
2.	The location management server checks the authorization of this request.
3.	The location management server requests and receives the status report of the stored location information from location management client 1 according to the procedure described in clause 10.9.3.9.3.2 of the present document.
4.	The location management server forwards this information to the MC service server or location management client 2.
[bookmark: _Toc155282337]10.9.3.9.4	Usage of cancel location history reporting procedure
[bookmark: _Toc155282338]10.9.3.9.4.1	General
The location management server can request cancellation of the transmission of location information history reports at any time following the start of transmission by sending a location information history cancel request to the reporting location management client. The MC service server or location management client could initiate the cancellation request, if those entities are aware of ongoing location information history reporting. The transmission cancellation does not have any effect on the configured triggering criteria in emergency cases, triggering criteria in non-emergency cases nor on the triggering criteria in not reporting location information cases.
[bookmark: _Toc155282339]10.9.3.9.4.2	Cancel location history reporting procedure (LMS – LMC)
Figure 10.9.3.9.4.2-1 illustrates the procedure for the cancellation on location history reporting from the location management server to the location management client.
Pre-conditions:
1.	The location management client has returned to report location information and has stored location information reports.


Figure 10.9.3.9.4.2-1: Cancel location history reporting procedure (LMS – LMC)
1.	The location management client transmits stored location information while there is a communication link between the location management client and location management server.
2.	The location management server requests the cancellation of the location information history reporting at any time during the transmission.
3.	Location management client cancels the location information history reporting.
4.	Location management client confirms the executed cancellation request.
[bookmark: _Toc155282340]10.9.3.9.4.3	Cancel location history reporting procedure
Figure 10.9.3.9.4.3-1 illustrates the procedure for the cancellation on location history reporting from the MC service server or location management client to the location management server.
Pre-conditions:
1.	The location management client 1 has returned to report location information and has stored location information reports.


Figure 10.9.3.9.4.3-1: Cancel location history reporting procedure
1.	The location management client 1 transmits stored location information while there is a communication link between the location management client and location management server.
2.	The MC service server or location management client 2 requests the cancellation of the location information history reporting at any time during the transmission.
3.	The location management server checks the authorization of this request and decides whether to cancel the transmission from the reporting location management client 1 as described in clause 10.9.3.9.4.2, to cancel the transmission from the location management server or to cancel the transmission from both.
4.	If there are no other authorized location management clients requesting the location history of location management client 1, the location management server executes the requested cancellation.
5.	Location management server confirms the executed cancellation.
[bookmark: _Toc44891507][bookmark: _Toc468105549][bookmark: _Toc468110644][bookmark: _Toc155282341]10.9.3.10	Usage of location information across MC systems procedure
[bookmark: _Toc44891508][bookmark: _Toc155282342]10.9.3.10.1	General
Interconnected MC systems in either the same security domain or different security domains share location information either through the direct connection of the location management servers or through the connected MC gateway servers.
[bookmark: _Toc44891509][bookmark: _Toc155282343]10.9.3.10.2	On-demand request of location information procedure
The MC service server or location management client in the primary MC system can request MC service user's location information, which is in the partner MC system, at any time by sending a location information request to the location management server at primary MC system.
Figure 10.9.3.10.2-1 illustrates the high level procedure of on-demand request of location information.


Figure 10.9.3.10.2-1: On-demand request of location information procedure
1.	The MC service server or a location management client in the primary MC system requests on-demand location information of MC service user located in the partner MC system.
2.	The location management server in the primary MC system checks if the provided information along with the configuration permit the request to proceed.
NOTE 1:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
3.	The location management server in the primary MC system determines that the request has a target in a different MC system.
4.	The location management server in the primary MC system sends the on-demand location information request to the location management server in the partner MC system.
5.	The location management server in the partner MC system checks if the provided information along with the configuration permit the request to proceed. 
NOTE 2:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
6.	The location management server at partner MC system updates the location information, according to the procedure described in clause 10.9.3.2 or provides stored location information, based on the configuration for on-demand requests.
7.	The location management server in the partner MC system sends the location information report, described in clause 10.9.2.2, to the MC service server in the primary MC system.
8.	If the requesting location information management client is still authorized to receive the location report, the location management server in the primary MC system sends the location information report to the requesting location information management client.
[bookmark: _Toc155282344]10.9.3.10.3	Event-triggered location information notification procedure
The location management client in the partner MC system provides, based on configuration, periodic location information, which will be also forwarded to the subscribed entities.
Figure 10.9.3.10.3-1 illustrates the high level procedure of event-triggered sharing of location information.


Figure 10.9.3.10.3-1: Event-triggered location information notification procedure
1.	The location management client in the partner MC system is triggered, based on configuration, to send a location information report, according to described triggers in clause 10.9.3.1.
2.	The location management server in the partner MC system checks if the provided information along with the configuration permit the report to proceed.
NOTE 1:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
3.	The location management server in the partner MC system determines that the report has a target in a different MC system.
4.	The location management server in the partner MC system sends the location information notification to the location management server in the primary MC system, according to the described information flow in clause 10.9.2.7.
5.	The location management server in the primary MC system checks if the location management client is authorized to receive the location information and forwards the received location information, according to the procedure described in clause 10.9.3.6.1.
NOTE 2:	As the MC service server is implicitly trusted, the Location management server needs not to check the authorization for the MC service server.
[bookmark: _Toc155282345]10.9.3.10.4	Location information subscription procedure
The location management client in the partner MC system provides, based on configuration, event triggered location information, which will be also forwarded to the subscribed entities.
Figure 10.9.3.10.4-1 illustrates the high level procedure of subscription to location information between interconnected MC systems.


Figure 10.9.3.10.4-1: Location information subscription procedure
1.	The MC service server or the location management client in the primary MC system request subscription to event-triggered location information of MC service users in the partner MC system by sending a location information subscription request to the location management server in the primary MC system, according to the described information flows in clause 10.9.2.5.
2.	The location management server in the primary MC system checks if the provided information along with the configuration permit the request to proceed.
NOTE 1:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
3.	The location management server in the primary MC system determines that the request has a target in a different MC system.
4.	The location management server in the primary MC system sends the location information subscription request to the location management server in the partner MC system, according to the described information flow in clause 10.9.2.5.
5.	The location management server in the partner MC system checks if the provided information along with the configuration permit the request to proceed.
NOTE 2:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
6.	The location management server in the partner MC system applies the subscription.
7.	The location management server in the partner MC system sends the location information subscription response to the location management server in the primary MC system.
8.	The location management server in the primary MC system sends the location information subscription response to the requesting entity in the primary MC system, according to the described information flow in clause 10.9.2.6.
[bookmark: _Toc155282346]10.9.3.10.5	Location information cancel subscription procedure
The location management client in the primary MC system receives location information updates according to the subscriptions requested in the partner MC system. Those subscriptions can be cancelled anytime from the primary MC system.
Figure 10.9.3.10.5-1 illustrates the high level procedure of the subscription cancellation to location information between interconnected MC systems.


Figure 10.9.3.10.5-1: Location information cancel subscription procedure
1.	The MC service server or the location management client in the primary MC system request the cancellation of subscriptions to event-triggered location information of MC service users in the partner MC system by sending location information cancel subscription requests to the location management server in the primary MC system, according to the described information flows in clause 10.9.2.8.
2.	The location management server in the primary MC system checks if the provided information along with the configuration permit the request to proceed.
NOTE 1:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
3.	The location management server in the primary MC system determines that the request has a target in a different MC system.
4.	The location management server in the primary MC system sends the location information cancel subscription request to the location management server in the partner MC system, according to the described information flow in clause 10.9.2.8.
5.	The location management server in the partner MC system checks if the provided information along with the configuration permit the request to proceed.
NOTE 2:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
6.	The location management server in the partner MC system cancels the subscription.
7.	The location management server in the partner MC system sends the location information cancel subscription response to the location management server in the primary MC system. 
8.	The location management server in the primary MC system sends the location information cancel subscription response to the requesting entity in the primary MC system, according to the described information flow in clause 10.9.2.9.
[bookmark: _Toc155282347]10.9.3.10.6	Location reporting temporary configuration procedure
An authorized MC service user in the primary MC system in charge of MC service users either currently completely or partially operating in a partner MC system is able to configure event-based location information for the involved MC service users at any time by sending configuration parameters. Those configuration parameters are temporarily used, while the configuration parameters of the primary MC system are reinstated either by the configuration expiration criteria or by request from the authorized MC service user.
Figure 10.9.3.10.6-1 illustrates the high level procedure of location reporting temporary configuration procedure.


Figure 10.9.3.10.6-1: Location reporting temporary configuration procedure
1.	The location management client in the primary MC system requests to configure the location reporting of MC service user(s) located in the partner MC system.
2.	The location management server in the primary MC system checks if the provided information along with the configuration permit the request to proceed.
NOTE 1:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
3.	The location management server in the primary MC system determines that the request has a target in a different MC system.
4.	The location management server in the primary MC system sends the location reporting temporary configuration request to the location management server in the partner MC system.
5.	The location management server in the partner MC system checks if the provided information along with the configuration permit the request to proceed.
NOTE 2:	Whether the authorization check is a specific MC service user based check or is a general policy check is outside the scope of this procedure.
6.	The location management server in the partner MC system forwards the location reporting temporary configuration request to the location management client in the partner MC system. The location management server in the partner MC system may adjusts the configuration parameters.
7.	The location management client in the partner MC system applies the temporary configuration parameters and stores the original configuration parameters as well as sets the configuration expiration criteria.
8.	The location management client in the partner MC system sends the location reporting temporary configuration response to the location management server in the partner MC system. The location reporting temporary configuration response includes the full status report on all configuration parameters, even if only one configuration parameter has received a request of adaptation.
9.	The location management server in the partner MC system sends the location reporting temporary configuration response to the location management server in the primary MC system.
10.	The location management server in the primary MC system sends the location reporting temporary configuration response to the location management client in the primary MC system.
[bookmark: _Toc98809318][bookmark: _Toc98853204][bookmark: _Toc155282348]10.9.3.11	Restrict location information dissemination procedure
The location management client can control the location information dissemination at any time by sending a restrict location information dissemination request to the location management server, which will indicate to the location management server whether the location information can be disseminated further or not. 
Figure 10.9.3.11-1 illustrates the high level procedure whether to enable/disable the restriction to distribute the location information further or not. 


Figure 10.9.3.11-1: Restrict the location information dissemination procedure
1.	The location management client 1 initiates a request for restricting the location information dissemination, containing an indication to enable the restriction or disable the restriction. By default, the location management server can disable the restriction, i.e. location information of user can be distributed further. The request may provide the list of MC service IDs of MC service users (e.g. based on the role or selected users or any). The list could be pre-defined or dynamic or based on any other criteria.
NOTE 1: 	In accordance with local policies, the LMC can apply local restrictions by stopping providing location information when a location dissemination request has been activated.
2.	The location management server checks if the location management client 1 is authorized to restrict the location information dissemination.
3.	The location management server updates restriction information of the reporting location management client 1. If the location management server does not have the restriction record for the location information dissemination of the requesting location management client 1 before, then just store the restriction record for that location management client 1.
NOTE 2:	The location server, depending on local policies, can choose to not apply the restriction of location information for emergency services (e.g. Emergency Call, Emergency alert, Imminent peril call, etc.) and for authorized users (e.g. dispatcher, supervisor).
4.	The location management server sends the restrict location information dissemination response to the location management client 1 to confirm the status of the restrict location information dissemination request.
5.	The location management server may inform all the subscribed users (in accordance with local policies and local requirements) that the location information from this particular user will be provided or not by sending the restrict location information dissemination notification upon successfully applying restrictions on location dissemination as described in step 3 above.
[bookmark: _Toc155282349]10.10	Emergency Alert
[bookmark: _Toc468105550][bookmark: _Toc468110645][bookmark: _Toc155282350]10.10.1	On-network emergency alert
[bookmark: _Toc468105551][bookmark: _Toc468110646][bookmark: _Toc155282351]10.10.1.1	General
The following subclauses specify the procedures for emergency alert initiation, emergency alert cancel, entering emergency alert area and leaving emergency alert area that are utilised by the following MC services:
-	MCPTT
-	MCVideo
-	MCData
[bookmark: _Toc468105552][bookmark: _Toc468110647][bookmark: _Toc155282352]10.10.1.1A	Information flows
[bookmark: _Toc155282353]10.10.1.1A.1	MC service emergency alert request
Table 10.10.1.1A.1-1 describes the information flow MC service emergency alert request from the MC service client to the MC service server and from the MC service server to the MC service client.
Table 10.10.1.1A.1-1: MC service emergency alert request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the alerting party

	Functional alias
	O
	The functional alias of the alerting party

	MC service group ID (see NOTE 1)
	O
	The target MC service group ID with which the alert is associated

	MC service ID (see NOTE 2)
	O
	The target MC service ID of the alert.

	Organization name
	O
	The alerting MC service user's mission critical organization name

	Location
	O
	The alerting MC service client's location

	NOTE 1:	This information shall be present if the message is requesting an MC service emergency alert associated with a group.
NOTE 2:	This information shall be present if the message is requesting an MC service emergency alert associated with an individual.



[bookmark: _Toc155282354]10.10.1.1A.2	MC service emergency alert response
Table 10.10.1.1A.2-1 describes the information flow MC service emergency alert response from the MC service client to the MC service server and from the MC service server to the MC service client.
Table 10.10.1.1A.2-1: MC service emergency alert response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the alerting party

	MC service group ID (see NOTE 1)
	O
	The target MC service group ID with which the alert is associated

	MC service ID (see NOTE 2)
	O
	The target MC service ID of the alert.

	NOTE 1:	This information shall be present if the message is requesting an MC service emergency alert associated with a group.
NOTE 2:	This information shall be present if the message is requesting an MC service emergency alert associated with an individual.



[bookmark: _Toc155282355]10.10.1.1A.3	MC service emergency alert cancel request
Table 10.10.1.1A.3-1 describes the information flow MC service emergency alert cancel request from the MC service client to the MC service server and from the MC service server to the MC service client.
Table 10.10.1.1A.3-1: MC service emergency alert cancel request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	MC service user identity of the cancelling party

	MC service ID (see NOTE 1)
	O
	MC service user identity whose emergency alert is to be cancelled

	MC service group ID (see NOTE 2)
	O
	The MC service group ID to be informed about the alert cancellation

	MC service ID (see NOTE 3)
	O
	MC service ID to be informed about the alert cancellation.

	Group's in-progress emergency state cancel request
	O
	Requests cancellation of the in-progress emergency state of the group

	NOTE 1:	This information shall be present if the message is requesting cancellation of another MC service user's alert. If not present, then the alert of the MC service ID of the cancelling party is being cancelled
NOTE 2:	This information shall be present if the message is requesting cancellation of an MC service emergency alert associated with a group.
NOTE 3:	This information shall be present if the message is requesting cancellation of an MC service emergency alert associated with an individual.



[bookmark: _Toc155282356]10.10.1.1A.4	MC service emergency alert cancel response
Table 10.10.1.1A.4-1 describes the information flow MC service emergency alert cancel response from the MC service client to the MC service server and from the MC service server to the MC service client.
Table 10.10.1.1A.4-1: MC service emergency alert cancel response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the cancelling party

	MC service group ID
(see NOTE)
	O
	The MC service group ID with which the alert is associated

	NOTE:	This information shall be present if the message is requesting cancellation of an MC service emergency alert associated with a group.



[bookmark: _Toc155282357]10.10.1.1A.5	MC service emergency alert area notification
Table 10.10.1.1A.5-1 describes the information flow MC service emergency alert area notification from the MC service server to the MC service client.
Table 10.10.1.1A.5-1: MC service emergency alert area notification information elements
	Information Element
	Status
	Description

	MC service ID
	M
	MC service user identity of the party to be notified

	Emergency Alert Area Indicator
	M
	An indicator that the MC service user is in an Emergency Alert Area or out of an Emergency Alert Area.



NOTE:	Normally, the pre-defined area that triggers the emergency alert and the pre-defined area that triggers the out of MC service alert area notification is not the same.
[bookmark: _Toc155282358]10.10.1.2	MC service emergency alert
[bookmark: _Toc433209775][bookmark: _Toc454401728][bookmark: _Toc468105553][bookmark: _Toc468110648][bookmark: _Toc155282359]10.10.1.2.1	MC service emergency alert initiation
[bookmark: _Toc155282360]10.10.1.2.1.1	General
These procedures describe cases where an MC service client is initiating an MC service emergency alert unicast signalling for communicating the alert with the affiliated MC service group members of an MC service group, or for communicating an alert to another MC service client. An MC service client in the MC service emergency state gains elevated access privilege for all of the MC service user's mission critical applications. These procedures will place the MC service client in the MC service emergency state if the MC service client is not already in that state.
10.10.1.2.1.2	MC service group emergency alert initiation
Figure 10.10.1.2.1.2-1 illustrates the procedure for the MC service client initiating an MC service emergency alert with an MC service group i.e., MC service users on MC service client 1, MC service client 2 and MC service client 3 belong to the same MC service group which is defined on group management server.
NOTE 1:	For simplicity, a single MC service server is shown in place of a user home MC service server and a group hosting MC service server.
Pre-conditions:
1.	The MC service group to be used for emergency communications by MC service client 1 is previously defined on the group management server and MC service client 2 and MC service client 3 are affiliated to that MC service group. 
NOTE 2:	Alternatively, the client could have been provisioned for emergency behaviour on the currently selected group.
2.	All members of the MC service group belong to the same MC system.
3.	The initiating MC service client 1 is affiliated with one or more MC service groups.
4.	The initiating MC service client 1 may not have carried out an explicit affiliation procedure with the MC service group designated as the MC service emergency group. 
5.	Optionally, MC service client 1 may use an activated functional alias for the group communication.
6.	The MC service server may have subscribed to the MC service functional alias controlling server within the MC system for functional alias activation/de-activation updates.


Figure 10.10.1.2.1.2-1 MC service group emergency alert
1.	The MC service user at the MC service client 1 initiates an MC service emergency alert. MC service client 1 sets its MC service emergency state. The MC service user at MC service client 1 may select a functional alias used for the MC service group emergency alert. The MC service emergency state is retained by the MC service client 1 until explicitly cancelled. 
2.	MC service client 1 requests the MC service server to send an MC service emergency alert request to the MC service group designated as the MC service emergency group. 
3.	MC service server checks whether the MC service user of MC service client 1 is authorized for initiation of MC service group emergency alerts for the indicated MC service group. The MC service server checks whether the provided functional alias, if present, can be used and has been activated for the user.
4.	MC service server resolves the MC service group ID to determine the members of that MC service group and their affiliation status, based on the information from group management server.
5.	The MC service server sends the MC service emergency alert response to the MC service user 1 to confirm the MC service emergency alert request. All MC service group calls made by the MC service client 1 will be sent as emergency calls until the emergency state on the MC service client 1 is cancelled. All MC service private calls made by the MC service client 1 will be sent as emergency calls until the emergency state on the MC service client 1 is cancelled.
6.	The MC service server sends an MC service emergency alert request towards the MC service clients of each of those affiliated MC service group members. The MC service emergency alert request message shall contain the following information: Location, MC service ID and MC service group ID (i.e., MC service user's selected MC service group or dedicated MC service emergency group, as per user profile configuration) and the MC service user's mission critical organization name. If in step 2, the MC service client 1 does not include the location information in the MC service emergency alert request to the MC service server, the MC service server acquires the location information of the MC service user at the MC service client 1 from the location management server. If the location information is included in step 2, then the MC service server uses the location information from MC service client 1.
7.	MC service users are notified of the MC service emergency alert. The functional alias of the group call initiating MC service user may be displayed.
8.	The receiving MC service clients send the MC service emergency alert response to the MC service server to acknowledge the MC service emergency alert.
9.	The MC service server implicitly affiliates the client to the emergency group if the client is not already affiliated.
NOTE 3:	Sending the emergency alert without making a request to also start an emergency call does not put the group into the in-progress emergency state.
NOTE 4:	Sending the emergency alert does not put the other UEs in the group into an emergency state.
NOTE 5:	The MC service client 1 need not initiate a group call. For example, the MC service client can be configured to only allow alerts or the MC service user can choose not to make an MC service emergency group call. 
NOTE 6:	It is configured whether MC service client 1 automatically triggers a subsequent MC service emergency group call.
[bookmark: _Toc433209776][bookmark: _Toc454401729]Editor's note:	How emergency alert is synchronized between MC services is FFS.
[bookmark: _Toc468105554][bookmark: _Toc468110649][bookmark: _Toc155282361]10.10.1.2.1.3	MC service individual emergency alert initiation
Figure 10.10.1.2.1.3-1 illustrates the procedure for the MC service client initiating an MC service individual emergency alert.  This emergency alert can be sent at the time of emergency private call initiation as specified in subclause 10.7.2.4.1 of TS 23.379 [16], or it can also be sent standalone as described below.
Pre-conditions:
1.	The MC service ID of MC service client 2 is previously defined to be used for emergency communications by MC service client 1. 
2.	Optionally, MC service client 1 may use an activated functional alias for individual communication.
3.	The MC service server may have subscribed to the MC service functional alias controlling server within the MC system for functional alias activation/de-activation updates.


Figure 10.10.1.2.1.3-1 MC service individual emergency alert
1.	The MC service user at the MC service client 1 initiates an MC service individual emergency alert. MC service client 1 sets its MC service emergency state. The MC service user at MC service client 1 may select a functional alias to be used for the MC service individual emergency alert. MCPTT client 1 retains the MC service emergency state until explicitly cancelled by the user of MC service client 1. 
2.	MC service client 1 requests the MC service server to send an MC service emergency alert request to MC service client 2 that has been designated as the target of MC service emergency communication by MC service client 1. 
3.	MC service server checks whether the MC service user of MC service client 1 is authorized for initiation of an MC service individual emergency alerts. The MC service server checks whether the provided functional alias, if present, can be used and has been activated for the user.
4.	The MC service server sends the MC service emergency alert response to the MC service user 1 to confirm the MC service emergency alert request.
NOTE 1:	While MC service client 1 is in the emergency state, all MC service group and private calls initiated by MC service client 1 are initiated as MC service emergency calls.
5.	The MC service server sends an MC service emergency alert request toward MC service client 2. The MC service emergency alert request message shall contain the following information: Location, MC service ID, and the MC service user's mission critical organization name. If in step 2, the MC service client 1 does not include the location information in the MC service emergency alert request to the MC service server, the MC service server acquires the location information of the MC service user at the MC service client 1 from the location management server. If the location information is included in step 2, then the MC service server uses the location information from MC service client 1.
6.	MC service user of MC service client 2 is notified of the MC service emergency alert. The functional alias of the initiating MC service user may be displayed.
NOTE 2:	MC service client 2 does not set its emergency state as a result of receiving the MC service emergency alert.
7.	The receiving MC service client 2 sends the MC service emergency alert response to the MC service server to acknowledge the MC service emergency alert.
NOTE 3:	The MC service client 1 need not initiate a private call to MC service client 2.
[bookmark: _Toc155282362]10.10.1.2.2	MC service emergency alert cancel
[bookmark: _Toc155282363]10.10.1.2.2.1	General
These procedures describe cases where an MC service client has initiated an MC service emergency alert and entered the emergency state, and wishes to cancel the alert.  For group-based alerts the cancellation informs the MC service server and other group members of this cancellation. By doing so, the MC service client may also request the cancellation of the in-progress emergency state of the group. For individual-based alerts the cancellation informs the MC service server and the MC service user designated as the target of MC service emergency communication.
In both cases the cancellation of the MC service emergency alert clears the emergency state of the MC service client.
For group-based emergency alerts, the emergency state of the MC service user can alternatively be cancelled using the MC service in-progress emergency group state cancellation procedures in 3GPP TS 23.379 [16], TS 23.281[12], and TS 23.282 [13].
[bookmark: _Toc155282364]10.10.1.2.2.2	MC service group emergency alert cancel
Figure 10.10.1.2.2.2-1 illustrates the procedure for the MC service client cancelling an MC service emergency alert with an MC service group i.e., MC service users on MC service client 1, MC service client 2 and MC service client 3 belong to the same MC service group which is defined on MC service group management server.
NOTE 1:	For simplicity, a single MC service server is shown in place of a user home MC service server and a group hosting MC service server.
Pre-conditions:
1.	The MC service client 1 had previously successfully initiated an MC service emergency alert targeted to a group. 
2.	The MC service client 1 is still in the emergency state.
3.	The initiating MC service client 1 has affiliated with the MC service group designated as the MC service emergency group.


Figure 10.10.1.2.2.2-1 MC service group emergency alert cancel
1.	The MC service user at the MC service client 1 initiates an MC service emergency alert cancel to inform the server that MC service client 1 is no longer in the emergency state. 
NOTE 2:	The MC service emergency alert cancel request can carry an indication to also request that the in-progress emergency of the group is to be cancelled. The MC service server can accept or deny the request to cancel the in-progress emergency state of the group as a whole, separately from accepting or denying the request to cancel the emergency alert at MC service client 1. An authorized user (e.g. dispatcher, supervisor) can cancel either or both the in-progress emergency state of the group and the MC service emergency alert of another user. A MC service user is always authorized to cancel the emergency state of their own client. Determination of authorized users is implementation dependent.
2.	MC service client 1 requests the MC service server to send an MC service emergency alert cancel to the MC service group to which MC service client 1 had previously sent the emergency alert. 
3.	MC service server resolves the MC service group ID to determine the members of that MC service group and their affiliation status, based on the information from group management server.
4.	The MC service server sends the MC service emergency alert cancel response to the MC service client 1 to confirm the MC service emergency alert cancel request. MC service client 1 clears its emergency state.
5.	The MC service server sends an MC service emergency alert cancel request towards the MC service clients of each of those affiliated MC service group members. 
6.	MC service users are notified of the MC service emergency alert cancellation of MC service client 1.
7.	For a unicast MC service emergency alert cancel, the receiving MC service clients send the MC service emergency alert cancel response to the MC service server to acknowledge the MC service emergency alert cancel. For a multicast MC service emergency alert cancel, these acknowledgements are not sent unless the MC service clients have been configured to do so.
[bookmark: _Toc11744248][bookmark: _Toc155282365]10.10.1.2.2.3	MC service individual emergency alert cancel
Figure 10.10.1.2.2.3-1 illustrates the procedure for the MC service client cancelling an individual MC service emergency alert (i.e. without an associated MC service group).
Pre-conditions:
1.	The MC service client 1 had previously successfully initiated an individual MC service emergency alert targeted to MC service client 2. 
2.	The MC service client 1 is still in the emergency state.



Figure 10.10.1.2.2.3-1 MC service individual emergency alert cancel
1.	The MC service user at the MC service client 1 initiates an MC service individual emergency alert cancel for an individual emergency alert.
2.	MC service client 1 sends the MC service emergency alert cancel request to the MC service server to inform the server that MC service client 1 is no longer in the emergency state. The emergency alert cancel request contains the MC service ID of MC service client 2.
3.	The MC service server sends the MC service emergency alert cancel response to the MC service client 1 to confirm the MC service emergency alert cancel request. MC service client 1 clears its emergency state.
4.	The MC service server sends an MC service emergency alert cancel request towards MC service client 2. 
5.	The MC service user of MC service client 2 is notified of the MC service emergency alert cancellation of MC service client 1.
6.	MC service client 2 sends the MC service emergency alert cancel response to the MC service server to acknowledge the MC service emergency alert cancel.
[bookmark: _Toc155282366]10.10.1.2.3	Entering MC service emergency alert area
Editor's Note:	MC service emergency alert triggered by MC service client locally which stores the pre-defined area is another possible solution. How to define this procedure and how to combine the two solutions is FFS.
The procedure focuses on the case where an MC service emergency alert to be triggered when an MC service UE moves into a pre-defined area. This procedure will place the MC service client in the MC service emergency state if the MC service client is not already in that state.
Procedures in figure 10.10.1.2.3-1 are the signalling control plane procedures for the MC service server triggering an MC service emergency alert with an MC service group i.e., MC service users on MC service client 1, MC service client 2 and MC service client 3 belong to the same MC service group which is defined on MC service group management server. This procedure will place the MC service client in the MC service emergency state if the MC service client is not already in that state.
NOTE:	For simplicity, a single MC service server is shown in place of a user home MC service server and a group hosting MC service server.
Pre-conditions:
1.	The MC service group is previously defined on the group management server with MC service client 2 and MC service client 3 affiliated to that MC service group. 
[bookmark: OLE_LINK109][bookmark: OLE_LINK110]2.	All members of the MC service group belong to the same MC system.
3.	An area in which the MC service client should send emergency alert is pre-defined in MC service server.


Figure 10.10.1.2.3-1 Entering MC service emergency alert area

1.	MC service server acquires the latest location information of user at MC service client 1 from location management server as described in 10.9.3.6.
2.	MC service server checks whether MC service client 1 has moved into a pre-defined area.
3.	If so, MC service server sends an MC service emergency alert area notification to MC service client 1 to notify that it has moved into the area in potential danger.
4.	MC service client 1 notifies the MC service user about the MC service emergency alert area.
5.	MC service client 1 initiates MC service emergency alert procedure as described in 10.10.1.2.1.
[bookmark: _Hlk13711169][bookmark: _Toc155282367]10.10.1.2.4	Leaving MC service emergency alert area
This procedure focuses on the case where a notification is sent when an MC service UE moves out of a pre-defined area. This procedure will notify the MC service client that it is now out of the pre-defined emergency alert area. It is up to the MC service user at that MC service client to determine if the emergency state is to be cleared or not.
Procedures in figure 10.10.1.2.4-1 are the signalling control plane procedures for the MC service server sends an MC service emergency alert area notification. It is optional if the MC service user wants to initiate the MC service emergency alert cancel procedure to inform the members in the MC service group that its emergency condition is over.
NOTE 1:	For simplicity, a single MC service server is shown in place of a user home MC service server and a group hosting MC service server.
Pre-conditions:
1.	The MC service group is previously defined on the group management server with MC service client 2 and MC service client 3 affiliated to that MC service group. This MC service group has been pre-defined for communicating the emergency alert in the user profile.
2.	All members of the MC service group belong to the same MC system.
3.	An area in which the emergency alert for the MC service client should remain active is pre-defined in MC service server.


Figure 10.10.1.2.4-1 Leaving MC service emergency alert area 
1.	MC service server acquires the latest location information of user at MC service client 1 from location management server as described in subclause 10.9.3.6.
2.	MC service server checks whether MC service client 1 has moved out a pre-defined area.
3.	If so, MC service server sends an MC service emergency alert area notification to MC service client 1 to notify that it has moved out of the area in potential danger.
4.	MC service client 1 notifies the MC service user about the MC service emergency alert area cancel. It is up to the MC service user at the MC service client 1 to determine if the emergency state is clear.
5.	Optionally, the MC service user of MC service client 1 initiates MC service emergency alert cancel procedure as described in 10.10.1.2.2.
NOTE 2:	It is up to the MC service user to clear the local emergency state on the client after the MC service UE has moved out of the emergency alert area, the MC service server cannot clear the client's local emergency state.

[bookmark: _Toc468105555][bookmark: _Toc468110650][bookmark: _Toc155282368]10.10.2	Off-network emergency alert
[bookmark: _Toc428365090][bookmark: _Toc433209778][bookmark: _Toc454349241][bookmark: _Toc468105556][bookmark: _Toc468110651][bookmark: _Toc155282369]10.10.2.1	General
[bookmark: _Toc454349260]The following subclauses specify the procedures for emergency alert initiation and emergency alert cancel that are utilised by the following MC services:
-	MCPTT
-	MCVideo
-	MCData
[bookmark: _Toc155282370]10.10.2.1A	Information flows
[bookmark: _Toc155282371]10.10.2.1A.1	MC service emergency alert announcement
Table 10.10.2.1A.1-1 describes the information flow for the MC service emergency alert announcement from the MC service client to the other MC service clients.
Table 10.10.2.1A.1-1: MC service emergency alert announcement information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the alerting MC service user

	MC service group ID
	M
	The MC service group ID with which the alert is associated

	Location
	O
	The alerting client's location, if known

	Organization name
	M
	The alerting user's mission critical organization name



[bookmark: _Toc155282372]10.10.2.1A.2	MC service emergency alert cancel announcement
Table 10.10.2.1A.2-1 describes the information flow for the MC service emergency alert cancel announcement from the MC service client to other MC service clients.
Table 10.10.2.1A.2-1: MC service emergency alert cancel announcement information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the cancelling MC service user

	MC service group ID
	M
	The MC service group ID with which the alert is associated



[bookmark: _Toc468105557][bookmark: _Toc468110652][bookmark: _Toc155282373]10.10.2.2	MC service emergency alert
[bookmark: _Toc454349261][bookmark: _Toc468105558][bookmark: _Toc468110653][bookmark: _Toc155282374]10.10.2.2.1	Emergency alert initiation
Figure 10.10.2.2.1-1 describes procedures for the MC service client initiating an MC service emergency alert with an MC service group.
This procedure will place the MC service client in the MC service emergency state if the MC service client is not already in that state.
Pre-conditions:
1.	The initiating MC service client 1 has been provisioned with an MC service group designated as the MC service emergency group.
NOTE 1:	Alternatively, MC service client 1 could have been provisioned for emergency behaviour on the currently selected group.
2.	Information for ProSe direct communications corresponding to the MC service group and its mapping to ProSe Layer-2 Group ID are pre-configured in MC service client 1.
3.	MC service clients 2 and 3 belong to and are ready for off-network communications on the MC service group.


Figure 10.10.2.2.1-1: Emergency alert initiation
1.	MC service client 1 sets its MC service emergency state. This MC service emergency state is retained by the MC service client until explicitly cancelled. Once MC service client1 is in the MC service emergency state, any communications initiated by MC service client 1, group or private, shall be initiated as emergency communications and shall receive priority treatment.
2.	MC service client 1 sends an MC service emergency alert announcement to the other participants on the MC service emergency group. The MC service emergency alert announcement is sent periodically so that late joining MC service group members are notified.
NOTE 2:	Sending the emergency alert without making a request to also start an MC service emergency communication does not put the group into the in-progress emergency state.
3.	MC service users are notified of the MC service emergency state of the originating MC service user.
4.	The MC service clients upon receiving the emergency alert announcement message acknowledge the MC service emergency alert to the originating MC service client. 
NOTE 3:	Sending the emergency alert without making a request to also start an emergency call does not put the group into the in-progress emergency state.
NOTE 4:	The MC service client 1 needs not initiate a group communication. For example, the MC service client can be configured to only allow alerts or the MC service user can choose not to make an MC service emergency group communication.
NOTE 5:	MC service clients need to respond only to the first emergency alert announcement message that is received. 
NOTE 6:	It is configured if MC service client 1 will automatically trigger a subsequent MC service emergency group call.
5.	The originating MC service client 1 checks the responses and may inform the MC service user of the MC service group members whose MC service clients responded.
[bookmark: _Toc454349262][bookmark: _Toc468105559][bookmark: _Toc468110654][bookmark: _Toc155282375]10.10.2.2.2	Emergency alert cancel
An MC service client has initiated an MC service emergency alert, has entered the MC service emergency state and wishes to cancel the alert, informing the other MC service group members of the cancellation. As part of this process, the MC service client may also request the cancellation of the in-progress emergency state in the group if authorized to do so.
Procedures in figure 10.10.2.2.2-1 describe procedures for the MC service client cancelling an MC service emergency alert.
Pre-conditions:
1.	The MC service client 1 has successfully initiated an MC service emergency alert and is in the MC service emergency state.
2.	Information for ProSe direct communications corresponding to the MC service group and its mapping to ProSe Layer-2 Group ID are pre-configured in MC service client 1.
3.	The initiating MC service client 1 and MC service clients 2 and 3 are still in off-network contact via the MC service group provisioned to MC service client 1 as for the MC service emergency group.



Figure 10.10.2.2.2-1 Emergency alert cancel
1.	The user at the MC service client 1 initiates an MC service emergency alert cancel.
2.	MC service client 1 sends an MC service emergency alert cancel announcement to the MC service group to which MC service client 1 had previously sent the emergency alert announcement message.
3.	MC service users are notified of the MC service emergency alert cancellation by MC service client 1.
4.	The receiving MC service clients acknowledge the MC service emergency alert cancel to the originating MC service client.
NOTE:	MC service clients that track the MC service emergency alerts of other MC service users, e.g. clients that fail to receive subsequent periodic MC service emergency alert announcements after a configured timeout can consider the alert to be cancelled.
[bookmark: _Toc96531258][bookmark: _Toc96606968][bookmark: _Toc113304236][bookmark: _Toc460616198][bookmark: _Toc460617059][bookmark: _Toc468358236][bookmark: _Toc155282376]10.10.3	Ad hoc group emergency alert
[bookmark: _Toc155282377]10.10.3.1	General
The following subclauses specify the procedures for ad hoc group emergency alert initiation, ad hoc group emergency alert cancel, entering an ongoing ad hoc group emergency alert and leaving an ad hoc group emergency alert that are utilised by the following MC services:
-	MCPTT
-	MCVideo
-	MCData
[bookmark: _Hlk123212137][bookmark: _Toc81988292][bookmark: _Toc96531260][bookmark: _Toc96606970][bookmark: _Toc113304238][bookmark: _Toc155282378]10.10.3.2	Information flows
[bookmark: _Toc114839840][bookmark: _Toc81988296][bookmark: _Toc96531269][bookmark: _Toc96606979][bookmark: _Toc113304250][bookmark: _Toc155282379]10.10.3.2.1	Ad hoc group emergency alert request (MC service client – MC service server)
Table 10.10.3.2.1-1 describes the information flow ad hoc group emergency alert request from the MC service client to the MC service server.
Table 10.10.3.2.1-1 Ad hoc group emergency alert request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the alerting party

	[bookmark: _Hlk119402350]Functional alias
	O
	The functional alias of the alerting party

	Ad hoc group ID (see NOTE)
	O
	The group ID which is generated by the MC service user to be used for the ad hoc group alert

	Organization name
	O
	The alerting MC service user's mission critical organization name

	Location information
	O
	The alerting MC service client's location

	[bookmark: _Hlk123969667]Criteria for determining the participants
	M
	Carries the details of criteria or meaningful label identifying the criteria or the combination of both which will be used by the MC service server for determining the participants e.g., it can be a location-based criteria to invite participants in a particular area

	Additional information
	O
	The alerting party may provide additional information related to the alert, e.g., medical help needed or reason for the alert

	NOTE:	If this information element is not included, then the MC service server shall assign one to be used for the ad hoc group emergency alert and shall return it to the alerting party.


[bookmark: _Toc114839841]
[bookmark: _Toc155282380]10.10.3.2.2	Ad hoc group emergency alert request (MC service server – MC service client)
Table 10.10.3.2.2-1 describes the information flow ad hoc group emergency alert request from the MC service server to the MC service client.
Table 10.10.3.2.2-1 Ad hoc group emergency alert request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the alerting party

	Functional alias
	O
	The functional alias of the alerting party

	Ad hoc group ID
	M
	The target group ID associated with the alert

	Organization name
	O
	The alerting MC service user's mission critical organization name

	Location information
	O
	The alerting MC service client's location

	Additional information
	O
	The alerting party may provide additional information related to the alert, e.g., medical help needed or reason for the alert



[bookmark: _Toc155282381]10.10.3.2.2a	Ad hoc group emergency alert request return
Table 10.10.3.2.2a-1 describes the information flow ad hoc group emergency alert request return from the MC service server to the MC service client.
Table 10.10.3.2.2a-1 Ad hoc group emergency alert request return information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the alerting party

	Functional alias
	O
	The functional alias of the alerting party

	Authorization result
	M
	Indicate if authorization is success or failure



[bookmark: _Toc155282382]10.10.3.2.3	Ad hoc group emergency alert response
Table 10.10.3.2.3-1 describes the information flow ad hoc group emergency alert response from the MC service client to the MC service server and from the MC service server to the MC service client.
Table 10.10.3.2.3-1 Ad hoc group emergency alert response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the target party

	Functional alias
	O
	The functional alias of the target party

	Ad hoc group ID
	M
	The target group ID associated with the alert


[bookmark: _Toc114839842]
[bookmark: _Toc155282383]10.10.3.2.4	Ad hoc group emergency alert cancel request
Table 10.10.3.2.4-1 describes the information flow ad hoc group emergency alert cancel request from the MC service client to the MC service server and from the MC service server to the MC service client.
Table 10.10.3.2.4-1 Ad hoc group emergency alert cancel request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	MC service user identity of the cancelling party

	Functional alias
	O
	The functional alias of the cancelling party

	MC service ID (see NOTE)
	O
	MC service user identity whose emergency alert is requested to be cancelled

	Ad hoc group ID
	M
	The ad hoc group ID with which the alert is associated

	Group's in-progress emergency state cancel request
	O
	Requests cancellation of the in-progress emergency state of the group

	NOTE:	This information shall only be present if the message is requesting cancellation of another MC service user's alert. If not present, then the alert of the MC service ID of the cancelling party is being cancelled.


[bookmark: _Toc114839843]
[bookmark: _Toc155282384]10.10.3.2.4a	Ad hoc group emergency alert cancel request return
Table 10.10.3.2.4a-1 describes the information flow ad hoc group emergency alert cancel request return from the MC service server to the MC service client.
Table 10.10.3.2.4a-1 Ad hoc group emergency alert cancel request return information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the cancelled party

	Functional alias
	O
	The functional alias of the cancelled party

	Authorization result
	M
	Indicate if authorization is success or failure



[bookmark: _Toc155282385]10.10.3.2.5	Ad hoc group emergency alert cancel response
Table 10.10.3.2.5-1 describes the information flow ad hoc group emergency alert cancel response from the MC service client to the MC service server and from the MC service server to the MC service client.
Table 10.10.3.2.5-1 Ad hoc group emergency alert cancel response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the cancelled party

	Functional alias
	O
	The functional alias of the cancelled party

	Ad hoc group ID
	M
	The ad hoc group ID associated with the alert



[bookmark: _Toc155282386]10.10.3.2.6	Ad hoc group emergency alert participants list notification
Table 10.10.3.2.6-1 describes the information flow ad hoc group emergency alert participants list notification from the MC service server to the MC service client.
Table 10.10.3.2.6-1 Ad hoc group emergency alert participants list notification information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of the notified participant

	Functional alias
	O
	The functional alias of the notified participant

	Ad hoc group ID
	M
	The group ID associated with the ad hoc group emergency alert

	MC service user ID list
	O
	The total list of MC service users who belong to the ad hoc group irrespective of having acknowledged the ad hoc group emergency alert or not

	MC service user ID list
	O
	The list of MC service users who belong to the ad hoc group but have not acknowledged the ad hoc group emergency alert



[bookmark: _Toc155282387]10.10.3.2.7	Ad hoc group emergency alert get userlist request
Table 10.10.3.2.7-1 describes the information flow of an ad hoc group emergency alert get userlist request sent from an MC service server at a primary MC system to another MC service server at a partner MC system. 
Table 10.10.3.2.7-1 Ad hoc group emergency alert get userlist request
	Information Element
	Status
	Description

	Criteria for determining the participants
	M
	Carries the details of criteria or meaningful label identifying the criteria or the combination of both which will be used by the MC service server for determining the participants, e.g., it can be a location-based criteria to invite participants in a particular area

	MC group ID
	M
	The identity of the ad hoc group associated with the emergency alert



[bookmark: _Toc155282388]10.10.3.2.8	Ad hoc group emergency alert get userlist response
Table 10.10.3.2.8-1 describes the information flow of an ad hoc group emergency alert get userlist response sent from an MC service server at a partner MC system to the MC service server at the primary MC system, whose MC service user has initiated the ad hoc group emergency alert. 
Table 10.10.3.2.8-1 Ad hoc group emergency alert get userlist response
	Information Element
	Status
	Description

	MC service ID list
	M
	List of MC service IDs meeting the criteria specified in the ad hoc group emergency alert get userlist request

	MC group ID
	M
	The identity of the ad hoc group associated with the emergency alert



[bookmark: _Toc155282389]10.10.3.2.9	Ad hoc group emergency alert user add notification
Table 10.10.3.2.9-1 describes the information flow of an ad hoc group emergency alert user add notification sent from an MC service server at a partner MC system to the MC service server at the primary MC system, whose MC service user has initiated the ad hoc group emergency alert. 
Table 10.10.3.2.9-1 Ad hoc group emergency alert user add notification
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of an MC service client to be added to an ongoing ad hoc group emergency alert

	MC group ID
	M
	The identity of the ad hoc group associated with the emergency alert



[bookmark: _Toc155282390]10.10.3.2.10	Ad hoc group emergency alert user remove notification
Table 10.10.3.2.10-1 describes the information flow of an ad hoc group emergency alert user remove notification sent from an MC service server at a partner MC system to the MC service server at the primary MC system, whose MC service user has initiated the ad hoc group emergency alert. 
Table 10.10.3.2.10-1 Ad hoc group emergency alert user remove notification
	Information Element
	Status
	Description

	MC service ID
	M
	The identity of an MC service client to be removed from an ongoing ad hoc group emergency alert

	MC group ID
	M
	The identity of the ad hoc group associated with the emergency alert



[bookmark: _Toc122563393][bookmark: _Toc113304249][bookmark: _Toc155282391]10.10.3.2.11	Ad hoc group emergency alert notify 
Table 10.10.3.2.11-1 describes the information flow for an ad hoc group emergency alert notify sent from MC service server to MC service client.
Table 10.10.3.2.11-1: Ad hoc group emergency alert notify
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service client participating in the ad hoc group emergency alert

	Functional alias
	O
	The associated functional alias of the MC service user of the ad hoc group emergency alert participant

	MC group ID
	M
	The ad hoc MC group ID associated with the emergency alert

	MC service ID list 
	O
	The list of the invited MC service users who acknowledge the ad hoc group emergency alert request, when MC service users join or leave the ad hoc group emergency alert. Or the list of the participating MC service users in the terminated ad hoc group emergency alert.



[bookmark: _Toc155282392]10.10.3.3	Procedures within single MC system
[bookmark: _Toc75466055][bookmark: _Toc96531270][bookmark: _Toc96606980][bookmark: _Toc113304251][bookmark: _Toc155282393]10.10.3.3.1	Ad hoc group emergency alert initiation
Figure 10.10.3.3.1-1 illustrates the procedure for the MC service client initiating an ad hoc group emergency alert initiated by an authorized MC service user.
Pre-conditions:
1.	The MC service user at MC service client 1 wants to send an ad hoc group emergency alert to the MC service users who are satisfying certain criteria.
2.	All MC service clients belong to the same MC system.
3.	The MC service user on MC service client 3 is authorized to receive ad hoc group participants information.


Figure 10.10.3.3.1-1: Ad hoc group emergency alert initiation
1.	The MC service user at the MC service client 1 initiates an ad hoc group emergency alert to an ad hoc group with participants satisfying specific criteria. The MC service user may add additional information describing the reason for sending the alert.
2.	MC service client 1 initiates the ad hoc group emergency alert by sending the ad hoc group emergency alert request containing the details of the criteria to be applied by the MC service server for determining the participants list or the list of participants. MC service client 1 may set its MC service emergency state. The MC service user at MC service client 1 may select a functional alias used for the MC service group emergency alert. If MC service client 1 is in MC service emergency state, the MC service emergency state is retained by the MC service client 1 until explicitly cancelled.
3.	MC service server checks whether the MC service user of MC service client 1 is authorized for initiation of ad hoc group emergency alerts and whether the request is supported. The MC service server checks whether the provided functional alias, if present, can be used and has been activated for the user.
4.	The MC service server sends the ad hoc group emergency alert request return to the MC service user 1 containing the result of whether the ad hoc group call is authorized or not. If the ad hoc group emergency alert request is not authorized, the MC service server and the MC service client 1 shall not proceed with the rest of the steps.
5.	The MC service server determines the list of participants to be invited for the ad hoc group emergency alert based on the information present in the information element Criteria for determining the participants. This information element could carry either criteria or indicator identifying the criteria or combination of both. The MC service server stores the ad hoc group ID together with the list of participants for the duration of the ad hoc group emergency alert. The MC service server considers the alerted participants as implicitly affiliated to the ad hoc group.
6.	The MC service server sends an ad hoc group emergency alert request including the ad hoc group ID towards the MC service clients 2 and 3.
7.	MC service users are notified of the ad hoc group emergency alert. The functional alias of the MC service user initiating the ad hoc group emergency alert and additional information related to the alert may be displayed.
8.	The receiving MC service clients send the ad hoc group emergency alert response to the MC service server to acknowledge the ad hoc group emergency alert.
9.	The MC service server sends the ad hoc group emergency alert response to MC service client 1 to inform about successful alert establishment, containing the ad hoc group ID (generated by the MC service server in the case where the MC service ad hoc group ID created by the MC service client 1 is not acceptable or the case where the MC service ad hoc group ID was not provided by MC service client 1).
10.	The authorized user on MC service client 3 is notified with the total list of MC service IDs of those MC service users who belong to the ad hoc group and a separate list of MC service IDs of MC service users who belong to the ad hoc group that have not acknowledged the ad hoc group emergency alert.
11.	If configured, an MC service client may setup a subsequent ad hoc group emergency communication, using the ad hoc group ID from the ad hoc group emergency alert, according to 3GPP TS 23.379 [16], 3GPP TS 23.281 [12] or 3GPP TS 23.282 [13].
[bookmark: _Hlk120700273]NOTE 1:	MC service client 1 may start the subsequent ad hoc group emergency communication after step 5.
NOTE 2:	Sending the ad hoc group emergency alert without making a request to also start an ad hoc group emergency communication does not put the group into the in-progress emergency state.
NOTE 3:	Sending the ad hoc group emergency alert does not put the other participants in the group into an MC service emergency state.
The MC service server shall resend an ad hoc group emergency alert request towards MC service client(s) who still satisfy the criteria but did not acknowledge the ad hoc group emergency alert.
The MC service server continuously checks whether other MC service clients meet or if participating MC service clients no longer meet the criteria for the ad hoc group emergency alert.
[bookmark: _Toc155282394]10.10.3.3.2	Ad hoc group emergency alert cancel
Figure 10.10.3.3.2-1 illustrates the procedure for the MC service client cancelling an ad hoc group emergency alert associated with an ad hoc group i.e., MC service users on MC service client 1, MC service client 2 and MC service client 3 belong to the same ad hoc group.
Pre-conditions:
1.	The MC service client 1 is authorised to cancel the ad hoc group emergency alert (as configured in the user profile data according to 3GPP TS 23.379 [16], 3GPP TS 23.281 [4] or 3GPP TS 23.282 [5]).
2.	The initiating MC service client 1 is a participant of the ad hoc group associated with the ongoing emergency alert.


[bookmark: _Hlk121239935]Figure 10.10.3.3.2-1: Ad hoc group emergency alert cancel
1.	The MC service user at the MC service client 1 initiates an ad hoc group emergency alert cancel to inform the MC service server that alert is to be cancelled.
NOTE 1:	The ad hoc group emergency alert cancel request can carry an indication to also request that the in-progress emergency of the group is to be cancelled. The MC service server can accept or deny the request to cancel the in-progress emergency state of the group, separately from accepting or denying the request to cancel the emergency alert at MC service client 1.
2.	MC service client 1 sends an ad hoc group emergency alert cancel request to the MC service server. If the cancel request is for another MC service user that initiated this emergency alert, that user’s MC service ID shall be included in the request.
3.	MC service server checks whether the MC service user of MC service client 1 is authorized for cancellation of ad hoc group emergency alerts and whether the request is supported.
4.	The MC service server sends the ad hoc group emergency alert cancel request return to the MC service client 1 containing the result of whether the ad hoc group emergency alert cancel is authorized or not. If the ad hoc group emergency alert cancel is not authorized, the MC service server and the MC service client 1 shall not proceed with the rest of the steps.
5.	MC service server uses the ad hoc group ID to select the participants of that ad hoc group. If MC service client 1 has initiated the ad hoc group emergency alert and its MC service emergency state is set, then the MC service emergency state is cleared.NOTE 2:	If MC service client 1 has not initiated the ad hoc group emergency alert, the MC service emergency state on the MC service client which initiated the ad hoc group emergency alert is retained locally by the MC service client until explicitly manually cancelled by the MC service user.
NOTE 3:	The MC service emergency state of an MC service client due to an ad hoc group emergency alert or an ad hoc group communication is considered as a different state as from an MC service emergency state set by an MC service emergency group call or an MC service group emergency alert.
6.	The MC service server sends an ad hoc group emergency alert cancel request towards the participants of the ad hoc group associated with the ad hoc group emergency alert.
[bookmark: _Hlk120697408]7.	MC service users are notified of the ad hoc group emergency alert cancellation and the MC service emergency state is cleared.
[bookmark: _Toc114840135]8.	The receiving MC service clients send the ad hoc group emergency alert cancel response to the MC service server to acknowledge the ad hoc group emergency alert cancel.
9.	The MC service server sends the ad hoc group emergency alert cancel response to MC service client 1 to inform about successful alert cancellation.
NOTE 4:	If there is no ongoing communication in the ad hoc group or once the ongoing communication in the ad hoc group is terminated, the MC service server removes the ad hoc group.
[bookmark: _Toc155282395]10.10.3.3.3	Entering an ongoing ad hoc group emergency alert
During an ongoing ad hoc group emergency alert, the MC service server continuously checks if additional MC service users meet the conditions of the ad hoc group emergency alert. 
As illustrated in Figure 10.10.3.3.3-1 MC service client is added to the ad hoc group as the MC service client meets the criteria for receiving an ongoing ad hoc group emergency alert.
Pre-conditions:
1.	An ad hoc group emergency alert has been initiated and the related ad hoc group exists.
2.	The criteria for entering an ad hoc group emergency alert are known to the MC service server.
3.	The MC service user on MC service client 2 is authorized to receive ad hoc group participants information.


Figure 10.10.3.3.3-1: Entering an ongoing ad hoc group emergency alert
1.	MC service server acquires the latest information of the MC service user at the MC service client and checks whether the criteria for initiating an ad hoc group emergency alert to the MC service client are met. The MC service server considers the MC service client 1 to be implicitly affiliated to the ad hoc group associated to the emergency alert.
2.	The MC service server sends an ad hoc group emergency alert request notification to MC service client 1 to notify that it has moved into potential danger. The MC service client 1 is added to the emergency ad hoc group.
3.	MC service client 1 notifies the MC service user about the ad hoc group emergency alert.
4.	The receiving MC service client 1 sends the ad hoc group emergency alert response to the MC service server to acknowledge the ad hoc group emergency alert.
5.	The authorized user on MC service client 2 is notified with the total list of MC service IDs of those MC service users who belong to the ad hoc group including the newly added MC service client 1, and a separate list of MC service IDs of MC service users who belong to the ad hoc group that have not acknowledged the ad hoc group emergency alert.
6.	If there is an ongoing ad hoc group emergency communication ongoing, the MC service server adds the MC service client to the list of ad hoc group emergency communication participants according to 3GPP TS 23.379 [16], 3GPP TS 23.281 [12] or 3GPP TS 23.282 [13].
[bookmark: _Toc114840136][bookmark: _Toc155282396]10.10.3.3.4	Leaving an ad hoc group emergency alert
During an ongoing ad hoc group emergency alert, the MC service server continuously checks if MC service users still meet the conditions of the emergency alert.
As illustrated in Figure 10.10.3.3.4-1 MC service client is removed from the ad hoc group associated with an ongoing ad hoc group emergency alert as the MC service client does not meet the criteria for the alert any longer and the emergency alert is removed from the MC service client.
Pre-conditions:
1.	An ad hoc group emergency alert has been initiated and the related ad hoc group exists.
2.	The MC service server is aware of the criteria for leaving an ad hoc emergency alert.
3.	The MC service user on MC service client 2 is authorized to receive ad hoc group participants information.


Figure 10.10.3.3.4-1: Leaving an ad hoc group emergency alert
1.	MC service server acquires the latest information of the MC service user at the MC service client 1 and checks whether the criteria for the ad hoc group emergency alert are still met. The MC service server deaffiliates the MC service client 1 from the ad hoc group associated to the emergency alert.
2.	The MC service server sends an ad hoc group emergency alert cancel request to MC service client 1. The MC service client 1 is removed from the ad hoc group.
3.	MC service client 1 notifies the MC service user that the emergency alert is cancelled.
4.	The receiving MC service client 1 sends the ad hoc group emergency alert cancel response to the MC service server to acknowledge that the ad hoc group emergency alert is cancelled for this MC service user.
5.	The authorized user on MC service client 2 is notified with the MC service IDs of those MC service users who are currently in the ad hoc group after removing MC service client 1 from the list.
NOTE:	If a communication is ongoing in the ad hoc group for the MC service user, the MC service server will wait to remove the MC service user from the ad hoc group until the communication is terminated.
[bookmark: _Toc155282397]10.10.3.4	Procedures within multiple MC systems
[bookmark: _Toc155282398]10.10.3.4.1	Ad hoc group emergency alert initiation
Figure 10.10.4.x.1-1 illustrates the procedure for initiating of ad hoc emergency alert within multiple MC systems. 
Preconditions:
-	The MC service user 1 belonging to MC system A initiates an ad hoc group emergency alert that involves MC service users from MC system A and MC system B. 
-	The MC system A and MC system B are interconnected. 


Figure 10.10.3.4.1-1: Ad hoc group emergency alert initiation between multiple MC systems
1.	The MC service user 1 at the MC service client 1 initiates an ad hoc group emergency alert to an ad hoc group with participants satisfying specific criteria. The MC service user may add additional information describing the reason for sending the alert. 
2.	The MC service client 1 sends an ad hoc group emergency alert request containing the details of the criteria to be applied by the MC service server A for determining the participants list. The MC service client 1 may set its MC service emergency state. The MC service user at the MC service client 1 may select a functional alias used for the MC service group emergency alert. If the MC service client 1 is in an MC service emergency state, the MC service emergency state is retained by the MC service client 1 until explicitly cancelled. 
3.	The MC service server A checks whether the MC service user of MC service client 1 is authorized for initiation of ad hoc group emergency alert and whether the request is supported. The MC service server checks whether the provided functional alias, if present, can be used and has been activated for the user.
4.	The MC service server A determines that the partner MC system B is to be involved in the initiated ad hoc group emergency alert based on the information elements provided by the MC service client 1. The MC service server A determines the list of participants within MC system A to be invited for the ad hoc group emergency alert based on the information elements provided by the MC service client 1. This information element could carry either criteria or indicator identifying the pre-defined criteria or combination of both. Furthermore, The MC service server A adds the ad hoc group ID (generated by the MC service server A in the case when the MC service ad hoc group ID created by the MC service client 1 is not acceptable or the case where the MC service ad hoc group ID was not provided by the MC service client 1) to be associated with the ad hoc group emergency alert. The MC service sever A stores the ad hoc group ID together with the list of participants for the duration of the ad hoc group emergency alert.
NOTE:	The content of the Criteria for determining the participants information element, the details of the pre-defined criteria, and the way how their MC service server determines the list of participants are left to implementation.
5.	The MC service server A sends an ad hoc group emergency alert get userlist request to MC service server B including the criteria to determine the list of participants from the MC system B. 
6.	The MC service server B sends an ad hoc group emergency alert get userlist response to MC service server A including the list of participants within MC system B. The MC service server B may apply local policies if any while determining the participants satisfying the criteria. 
7.	The MC service server A compiles the list of participants from both MC system A and the partner MC system B to be involved in the ad hoc group emergency alert. The MC service server A considers MC service client 2, MC service client 3 and MC service client 4 implicitly affiliated to the ad hoc group associated to the emergency alert.
8. 	The MC service server A sends the MC service client 1 an ad hoc group emergency alert response to confirm that the request is granted. 
9.	The MC service server A sends an ad hoc group emergency alert request towards MC service client 2 within the partner MC system A and, MC service client 3, MC service client 4 within the partner MC system B. 
10.	The MC service user 2, MC service user 3 and MC service user 4 are notified of the ad hoc group emergency alert. 
11.	The MC service client 2, MC service client 3 and MC service client 4 send an ad hoc group emergency alert response back to MC service server A 
12.	 It is configured, whether any MC service client may setup a subsequent ad hoc group communication, using the ad hoc group ID from the ad hoc group emergency alert, according to 3GPP TS 23.379 [16], 3GPP TS 23.281 [12] or 3GPP TS 23.282 [13].
NOTE 1:	MC service client 1 may start the subsequent ad hoc group call after step 8.
NOTE 2:	Sending the emergency alert without making a request to also start an emergency call does not put the group into the in-progress emergency state.
NOTE 3:	Sending the emergency alert does not put the other participants in the group into an MC service emergency state.
The MC service server continuously checks whether other MC service clients meet or if participating MC service clients no longer meet the criteria for the ad hoc group emergency alert.
[bookmark: _Toc155282399]10.10.3.4.2	Updating the participant list of an ongoing ad hoc group emergency alert
Figure 10.10.3.4.2-1 illustrates updating the participant list of an ongoing ad hoc group emergency alert within multiple MC systems. This includes scenario of MC service users entering and leaving an ongoing ad hoc emergency alert.
Preconditions:
-	An ad hoc group emergency alert has been initiated by MC service user 1 within MC system A, and a related ad hoc group exists. 
-	The MC service server A and MC service server B are aware of the criteria sent by MC service client 1 related to the ongoing ad hoc group emergency alert. 
-	MC system A and MC system B are interconnected. 



Figure 10.10.3.4.2-1: Updating the participant list of an ongoing ad hoc group emergency alert between multiple MC systems
1.	An ad hoc group emergency alert has been established based on a set of criteria sent by MC service client 1 upon initiating the ad hoc emergency alert.  The MC service server A considers MC service client 3 implicitly affiliated to the ad hoc group associate to the emergency alert. 
2.	MC service server B detects that MC service client 3 meets the criteria of the ongoing ad hoc group emergency alert initiated at MC system A. 
3.	MC service server B sends an ad hoc group emergency alert add user notification including the identity of MC service client 3 to be added to the ad hoc group associated to the ongoing emergency alert. 
4.	The MC service server A sends an ad hoc group emergency alert request to MC service client 3. 
5.	The MC service user 3 is notified of entering an ongoing ad hoc group emergency alert. 
6.	The MC service client 3 sends the MC service server A an ad hoc group emergency alert response. 
7.	The MC service server A updates the participant list of the MC service group associated with the ongoing ad hoc group emergency alert. The MC service server A may send a notification to authorized users indicating the addition of MC service client 3 to the ad hoc group. 
8.	The MC service server B detects that MC service client 4 no longer meets the criteria of the ongoing ad hoc group emergency alert. The MC service server A deaffiliates the MC service client 4 from the ad hoc group associated to the emergency alert. 
9.	The MC service server B sends the MC service server A an ad hoc group emergency remove user notification.
10.	MC service server A sends the MC service client 4 an ad hoc group emergency alert cancel request. 
11.	The MC service user 4 is notified of leaving an ad hoc group emergency alert. 
12.	The MC service client 4 sends the MC service server A an ad hoc emergency alert cancel response. 
13.	The ad hoc group associated with the ongoing ad hoc emergency alert is updated. The MC service server A may send a notification to authorized users indicating the removal of the MC service client 4. 
[bookmark: _Toc155282400]10.10.3.4.3	Ad hoc group emergency alert cancel 
Figure 10.10.3.4.3-1 illustrates the procedure once an MC service client cancels an ongoing ad hoc group emergency alert. 
Preconditions:
-	An ad hoc group emergency alert is ongoing with participants within MC system A and MC system B. 
-	MC system A and MC system B are interconnected. 



Figure 10.10.3.4.3-1: Ad hoc group emergency alert cancel between multiple MC systems
1.	The MC service user 1 decides to cancel an ongoing ad hoc group emergency alert. 
2.	MC service client 1 sends the MC service server A an ad hoc group emergency alert cancel request. If the cancel request is sent for another MC service user that initiated this emergency alert, that user`s MC service ID shall be included in the cancel request. 
3.	MC service server A checks whether the MC service client 1 is authorized to cancel an ongoing ad hoc group emergency alert. The MC service server A checks whether the provided functional alias, if present, can be used and has been activated for the user.
4.	The MC service server A sends an ad hoc emergency alert cancel notification to the MC service server B at the partner MC system B.
5.	The MC service server A sends an ad hoc group emergency alert response to MC service client 1. 
6.	The MC service server A sends MC service client 2, MC service client 3 and MC service client 4 ad hoc group emergency alert cancel request. 
7.	The MC service user 2, MC service user 3 and MC service user 4 are notified of the ad hoc group emergency alert cancellation. 
8. 	The MC service client 2, MC service client 3 and MC service client 4 sends ad hoc group emergency alert cancel response to the MC service server A. If there is no other communication in the ad hoc group or once the communication in the ad hoc group is terminated, the ad hoc group ceases to exist.
[bookmark: _Toc155282401]10.11	MC service resource management (on-network)
[bookmark: _Toc433209852][bookmark: _Toc477420719][bookmark: _Toc155282402]10.11.1	General
The following subclauses specify the procedures for resource management for mission critical services. The procedures are utilised by the following MC services:
-	MCPTT (as specified in 3GPP TS 23.379 [16]);
-	MCVideo (as specified in 3GPP TS 23.281 [12]); and
-	MCData (as specified in 3GPP TS 23.282 [13]).
The MC service server sets up media bearers and may need to modify the bearers for an already established MC communication. 
Media characteristics that may need to be modified include:
-	activation and deactivation of the bearer;
-	modification of the QoS characteristics of the bearer (e.g. bearer priority adjustment); and
-	modification of GBR due to media codec change
NOTE 1:	A group call can consist of both unicast and multicast bearers which can all need modification due to the same event.
NOTE 2:	The MC service server can retry the establishment of a media bearer upon failure based on information received, or other conditions.
[bookmark: _Toc433209853][bookmark: _Toc477420720][bookmark: _Toc155282403]10.11.2	Request for unicast resources at session establishment
The procedure defined in this subclause specifies how network resources are requested at session establishment. If concurrent sessions are used the MC service server may utilize the capability of resource sharing specified in 3GPP TS 23.203 [8]. The request for resources is sent to the PCRF on the Rx reference point and includes media type, bandwidth, priority, application identifier and resource sharing information.
The procedure is generic to any type of session establishment that requires requests for network resources.
Procedures in figure 10.11.2-1 are the signalling procedures for the requesting resource at session establishment. 


Figure 10.11.2-1: Resource request at session establishment
1.	MC service client sends a call/session establishment request.
2.	MC service server receives evaluates the need network resources and use of media resource sharing.
3.	MC service server send a session progress request containing request for resources.
4.	PCC procedures (as defined in 3GPP TS 23.203 [8]) initiated from SIP core local inbound/outbound proxy over Rx.
5.	The SIP core local inbound / outbound proxy forwards the call control protocol request to the MC service client.
6.	The MC service client acknowledges the session progress request with an OK message.
7.	The SIP core local inbound / outbound proxy forwards the OK message to the MC service server.
8.	The MC service call/session is established and resources have been allocated.
[bookmark: _Toc433209854][bookmark: _Toc477420721][bookmark: _Toc155282404]10.11.2a	Request for unicast resources at session establishment from MC service server
[bookmark: _Toc155282405]10.11.2a.1	General
The procedure defined in this clause specifies how network resources are requested at session establishment from the MC service server. The request for resources is sent to the PCRF via the Rx reference point from the MC service server and includes media type, bandwidth, priority, application identifier and resource sharing information. If concurrent sessions are used, the MC service server may utilize the capability of resource sharing specified in 3GPP TS 23.203 [8].
For the request of network resources by the MC service server via the Rx reference point, the MC service client provides to the MC service server the final access resource details (e.g. IP addresses and ports) of the MC service client and the media anchoring points.
This procedure is generic to any type of session establishment with the MC service server requesting network resources.
[bookmark: _Toc155282406]10.11.2a.2	Procedure
Figure 10.11.2a.2-1 describes the procedure for the request of resources at session establishment from the MC service server.


Figure 10.11.2a.2-1: Resource request at session establishment from the MC service server
1.	The MC service client sends a call/session establishment request. The request includes, apart from the SDP offer, access resource details, e.g. IP addresses and ports of the MC service client related to the media session. 
2.	The MC service server evaluates the need of network resources and use of media resource sharing.
3.	The MC service server sends a session progress request to the SIP core.
NOTE:	The session progress request does not include a request for network resources to be performed by the SIP core.
4.	The SIP core local inbound / outbound proxy forwards the session progress request to the MC service client.
5.	The MC service client acknowledges the session establishment to the MC service server. This message contains the final negotiated media access parameters, e.g. IP addresses and ports related to the media anchoring points received in the SDP answer from the SIP core.
6.	The MC service server sends a request for resources to the PCRF over Rx (as defined in 3GPP TS 23.203 [8]).
7.	The MC service call/session is established, and resources have been allocated.
[bookmark: _Toc155282407]10.11.3	Request for modification of unicast resources 
To modify unicast media bearers, the MC service server shall send a resource modification request containing the parameters to be modified, using the call control protocol via the SIP core to the UE.
Possible scenarios when this procedure may be used are:
-	Modify the allocation and retention priority for unicast resources;
-	Release and resume resources in-between MC service calls when using the chat model; or
-	Release and resume resources when a UE is able to receive the MC service call over multicast transmission
Releasing resources for the media plane should give the option to allow the SIP session to either be torn down or continue.
Procedures in figure 10.11.3-1 are the signalling procedures for the modification of a unicast:
Pre-conditions:
-	An MC service call or session is already in progress;



Figure 10.11.3-1: Bearer modification request 
1.	MC service server decides to modify the parameters of a unicast bearer (e.g. a request to upgrade the existing MC service call to an MC service emergency or imminent threat call).
2.	MC service server sends a session update which includes a resource modification request containing the modified parameters of the unicast bearer.
3.	PCC procedures (as defined in 3GPP TS 23.203 [8]) initiated from SIP core local inbound/outbound proxy over Rx. 
4.	The SIP core local inbound / outbound proxy forwards the session update request to the MC service client.
5.	The MC service client acknowledges the call control protocol request with an OK message.
6.	The SIP core local inbound / outbound proxy forwards the OK message to the MC service server.
7.	The MC service call continues with the modified unicast resources.
NOTE 1:	If the MC service call is transferred to multicast transmission, the unicast resources could be temporarily be released.
NOTE 2:	If multiple audio streams are sent to the UE, additional bearer resources could be required during an established session. Pre-allocation of additional bearer resources already at session establishment could be useful.
[bookmark: _Toc433209855][bookmark: _Toc460616202][bookmark: _Toc460617063][bookmark: _Toc477419510][bookmark: _Toc155282408]10.11.4	Management of multicast media bearers
To activate the multicast media bearers the MC service server shall use the Activate MBMS Bearer procedure specified in 3GPP TS 23.468 [18] with the MC service server performing the GCS AS function. The MC service server shall activate MBMS bearers in broadcast areas where eMBMS capable UEs are or are expected to be located. For that, the MC service server shall use the MBMS SAI(s) and/or cell id(s) information to construct the MBMS broadcast area parameter in the Activate MBMS Bearer procedure.
To deactivate the multicast media bearers the MC service server shall use the Deactivate MBMS Bearer procedure specified in 3GPP TS 23.468 [18] with the MC service server performing the GCS AS function.
To modify multicast media bearers the MC service server shall use the Modify MBMS Bearer procedure specified in 3GPP TS 23.468 [18] with the MC service server performing the GCS AS function.
[bookmark: _Toc460616203][bookmark: _Toc460617064][bookmark: _Toc477419511][bookmark: _Toc155282409]10.11.5	Request for resources with shared priority
[bookmark: _Toc460616204][bookmark: _Toc460617065][bookmark: _Toc477419512][bookmark: _Toc155282410]10.11.5.1	General
An MC service server that supports simultaneous sessions may need to share a common priority on the EPS bearer for several MC service group calls that may use different priorities on the application level. This is achieved by including information for priority sharing on the request of resources over Rx reference point to PCRF. All sessions associated with the same priority sharing information will be handled by one EPS bearer, which will have a priority based on the highest requested priority among the sessions.
The use of the procedure defined in subclause 10.11.5.2 is dependent on operator policy.
[bookmark: _Toc460616205][bookmark: _Toc460617066][bookmark: _Toc477419513][bookmark: _Toc155282411]10.11.5.2	Procedure
Pre-conditions:
-	All previous resource requests from the MC service have included a priority sharing information.


Figure 10.11.5.2-1: Resource request including priority sharing information
1.	The MC service server decides based on a request from the MC service client that the priority of an ongoing call must be adjusted.
2.	The MC service server requests a session update to the SIP core. This request will contain information of priority sharing.
3.	The proxy function in the SIP core sends a request to the PCRF over Rx to request for modified priority. The request will include the priority sharing information over Rx.
4.	The PCRF acknowledges the request.
5.	PCC updates the bearer priority for the bearer that contains the SDFs associated with the same priority sharing information. The priority is set to highest priority (lowest ARP) among those SDFs. No additional bearer is created. Also the default bearer priority is updated accordingly.
6.	The session update is forwarded to the MC service client.
NOTE 1:	The procedure defined above requires a PCC enhancement and is subject to implementation in EPC and IMS and can therefore only be used if supported by EPC and IMS.
NOTE 2:	If the EPC and IMS does not support the priority sharing from MC system, no shared priority treatment applies, and a new EPS bearer will be setup based on QCI/ARP combination.
[bookmark: _Toc155282412]10.11.6	Request for media resources from MC service server
[bookmark: _Toc155282413]10.11.6.1	General
The procedure in this sub clause specify how request for resource for floor control (or transmission control in MCVideo and MCData) and for the media plane can be handled independently. This procedure utilizes the Rx reference point both between from the MC service server to the PCRF and from the SIP core to the PCRF. 
Resource for the transmission control is requested at session establishment, in this case the IMS standard procedures as specified in 3GPP TS 23.228 [9] are used. The session description shall in this procedure include bandwidth information applicable for the transmission control traffic requirement. At group call setup the request for resources for the media plane is triggered. This request is sent directly from the MC service server to the PCRF.
The procedure is optional and is suitable when the procedures for pre-established sessions are used, it may also be used to setup and tear down the media plane used by between consecutive group calls in one communication session using the chat call model.
[bookmark: _Toc155282414]10.11.6.2	Procedure
The figure below illustrates the procedure for resource reservation 


Figure 10.11.6.2-1: Request for resources for transmission control and media plane
1.	The MC service client sends a request for group affiliation.
2.	The MC service client sends a request to the MC service server for establishment of a communication session.
3.	The MC service server answer the session establishment request and adjust the bandwidth information in the session description. The requested bandwidth shall be minimized to cover the bandwidth requirements for floor control signaling (or transmission control for MCVideo or MCData). 
4.	The SIP core request resources towards the PCRF according to the session establishment request.5.	The session establishment request is completed and a response is sent towards the MC service client.
6.	The MC service client sends a cell setup message according to existing procedures.
7.	The MC service server sends a request for resources for the media plane to PCRF, and the media plane is by that established. This request includes media description relevant for the media plane. 
8.	Group call is ongoing on the group communication session.
9.	The MC service serve sends a release of media resources to PCRF, and the media plane is by that terminated.
NOTE 1:	The resources for transmission control are retained.
NOTE 2:	Step 6-9 can be repeated several times within the life cycle of one communication session.
[bookmark: _Toc155282415]10.12	Priority Management
[bookmark: _Toc155282416]10.12.1	General
Mission critical priority and QoS management is situational. The MC Services provides a real-time priority and QoS experience for the MC users, who have significant dynamic operational requirements that determine their priority. For example, the type of incident a responder is serving or the responder's overall shift role needs to strongly influence a user's ability to obtain resources from the LTE system.
Priority treatment applies on both application layer as well as on transport layer. The details on how the priority level is evaluated and used is outside the scope of this specification. What is specified is the necessary mechanisms to apply the priority and QoS and map different priority parameters between different entities, for example to map application layer priority to transport layer priority. 
One of the requirements for MC communication services is to coordinate the use of priority levels between the different MC service servers. This priority coordination is used to mitigate and manage the risk for network congestion situations.
[bookmark: _Toc155282417]10.12.2	Information flows
[bookmark: _Toc155282418]10.12.2.1	MC priority request
Table 10.12.1.1-1 describes the information flow MC priority request from one MC service server to an MC service server taking the priority arbitration role.
Table 10.12.1.1-1: MC priority request
	Information element
	Status
	Description

	Priority
	M
	Requested priority

	Priority area
	M
	The geographical area for which the requested priority is required.

	Type of service
	O
	The MC service type e.g. MCVideo, MCPTT or MCData



[bookmark: _Toc433209820][bookmark: _Toc460616158][bookmark: _Toc460617019][bookmark: _Toc477419466][bookmark: _Toc155282419]10.12.3	Procedure for priority coordination between multiple MC service servers
In deployment scenarios with multiple MC service servers of different or the same type it is required to coordinate the priorities used by the different servers. The procedure defined below provides the necessary coordination between MC service servers to manage high priority levels. One of the involved MC service servers is assigned the role of being a priority arbitrator among a group of MC service servers serving the same geographical area.  The priority arbitrator may also compete for the same limited network resources. Prior to using this procedure all MC service servers need to be configured with information about which MC service server will act as the priority arbitrator and under what conditions (e.g. priority level) the priority arbitrator should be used. The use of this procedure is not mandated. MC systems that support priority coordination between multiple MC service servers should support this procedure.
Pre-condition:
1.	One of the MC service servers is assigned the role of the priority arbitrator.
2.	It is assumed that all MC service servers are part of the same trusted domain.
3.	A MC communication session is ongoing or is about to commence. The operational situation together with static and dynamic attributes requires the use of elevated priority for network resources.
Editor's note:	It is FFS if enforcement of the granted priority can be applied to MC service servers outside of the same trusted domain 
Editor's note:	It is FFS how the MC service server 2 (priority arbitrator) knows about ongoing traffic.


Figure 10.12.3-1: Priority arbitration between multiple MC service servers
1.	A need for high priority level is identified by the MC service server 1. The priority level identified is above the level of priority that the MC service server 1 can utilise without centralized priority arbitration.
2.	The MC service server 1 sends a MC priority request to the MC service server being assigned the priority arbitrator role. The request includes the geographical area, duration, the priority level, service type and needed capacity.
3.	The priority arbitrator determines whether to grant, reject or queue the request for elevated priority. 
NOTE 1:	How the priority arbitrator makes this determination is out of scope of the present document.
NOTE 2:	One source of information for the priority arbitrator to evaluate the priority request, could be information received at the resource reservations over the Rx reference point. Example of such information is resource request failure and Retry-Interval AVP which could be an indication of RAN user plane congestion, see reference 3GPP TS 29.214 [27].
4.	The priority arbitrator grants MC service server 1 the elevated priority
5.	The priority arbitrator notifies other MC service servers about the elevated priority granted to other services.
NOTE 3:	The behaviour of the MC service servers that receive this information is implementation specific. The MC service server may take this information into account when performing priority evaluations for the MC service clients managed by this MC service server.
6.	The MC service server utilizes the elevated priority when requesting resources for new or existing MC service communication.
NOTE 4:	The priority level granted to the MC service server 1 can be mapped to an applicable SIP priority header or a reservation priority AVP (when the MC service server use the Rx reference point directly).
7a-c.	A priority notification may be sent to the MC service clients in the geographical area in which the priority was granted. Messages to MC service clients need to be sent from the MC service server serving each MC user. This message is preferably sent over a multicast bearer.
Editor's note: How the clients could utilize such notifications is FFS.
8.	The MC service server 1 identifies that the elevated priority is not needed.
9.	The requested MC Priority is released from the MC service server 1.
10.	The MC service server 2 (priority arbitrator) informs other MC servers that the elevated priority is released.
Editor's note:	It is FFS to include procedure for MC priority revoking.
Editor's note:	It is FFS to include procedure for MC priority queueing.
[bookmark: _Toc468105560][bookmark: _Toc468110655][bookmark: _Toc155282420]10.13	Functional alias management (on-network)
[bookmark: _Toc155282421]10.13.1	General
Functional alias management procedures apply to on-network MC service only.
[bookmark: _Toc155282422]10.13.2	Information flows for functional alias management
[bookmark: _Toc493026974][bookmark: _Toc155282423]10.13.2.1	Active functional alias information user query request
Table 10.13.2.1-1 describes the information flow for the active functional alias information user query request from the MC service client to the MC service server.
Table 10.13.2.1-1: Active functional alias information user query request
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who performs the query.

	MC service ID(s)
	M
	The identity of the MC service user(s) to be queried.


[bookmark: _Toc533179964]
[bookmark: _Toc155282424]10.13.2.1a	Active functional alias information usage query request
Table 10.13.2.1a-1 describes the information flow for the active functional alias information usage query request from the MC service client to the MC service server.
Table 10.13.2.1a-1: Active functional alias information usage query request
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who performs the query.

	Functional alias(es)
	M
	A list of functional alias(es) to be queried.



[bookmark: _Toc155282425]10.13.2.2	Active functional alias information user query response
Table 10.13.2.2-1 describes the information flow for the active functional alias information user query response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.13.2.2-1: Active functional alias information user query response
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who performs the query.

	MC service ID(s)
	M
	The identity of the MC service user(s) to be queried.

	Query result
	M
	The active functional alias information retrieved from the MC service server for each of the MC service user(s) queried; or Null if no functional alias is active for the MC service user.



[bookmark: _Toc155282426]10.13.2.2a	Active functional alias information usage query response
Table 10.13.2.2a-1 describes the information flow for the active functional alias information usage query response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.13.2.2a-1: Active functional alias information usage query response
	Information element
	Status
	Description

	MC service ID
	M
	The identity of the MC service user who performs the query.

	Functional alias(es)
	M
	The functional alias(es) to be queried.

	Query result
	M
	The list of MC service ID(s) of the MC service user(s) who have activated the functional alias being queried; or Null if this functional alias is not active for any user.



[bookmark: _Toc155282427]10.13.2.3	Functional alias activation request
Table 10.13.2.3-1 describes the information flow functional alias activation request from the MC service client to the MC service server.
[bookmark: _Hlk495501250]Table 10.13.2.3-1: Functional alias activation request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias activation request.

	Functional alias list
	M
	A list of one or more functional aliases which the originator intends to activate.



[bookmark: _Toc155282428]10.13.2.4	Functional alias activation response
Table 10.13.2.4-1 describes the information flow functional alias activation response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.13.2.4-1: Functional alias activation response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias activation request.

	Functional alias list
	M
	A list of one or more functional aliases which the originator intends to activate.

	Activation status per functional alias
	M
	Indicates the activation result for each functional alias in the list (activated, rejected, can be taken over).



[bookmark: _Toc155282429]10.13.2.5	Functional alias de-activation request
Table 10.13.2.5-1 describes the information flow functional alias de-activation request from the MC service client to the MC service server.
Table 10.13.2.5-1: Functional alias de-activation request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias de-activation request.

	Functional alias list
	M
	A list of one or more functional aliases which the originator intends to de-activate.



[bookmark: _Toc155282430]10.13.2.6	Functional alias de-activation response
Table 10.13.2.6-1 describes the information flow functional alias de-activation response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.13.2.6-1: Functional alias de-activation response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias de-activation request.

	Functional alias list
	M
	A list of one or more functional aliases which the originator intends to de-activate.

	De-activation status per functional alias
	M
	Indicates the de-activation result for every functional alias in the list.



[bookmark: _Hlk499751466][bookmark: _Toc155282431]10.13.2.7	Functional alias status notification
Table 10.13.2.7-1 describes the information flow functional alias notification from the MC service server to the MC service client. This information flow may be sent individually addressed or group addressed on unicast or multicast (see subclause 10.7.3.4.1).
Table 10.13.2.7-1: Functional alias status notification
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias activation, de-activation or take over request.

	Functional alias list
	M
	A list of one or more functional aliases.

	Operations
	M
	Activation, de-activation or take over status per functional alias.



[bookmark: _Toc155282432]10.13.2.8	Functional alias take over request
Table 10.13.2.8-1 describes the information flow functional alias take over request from the MC service client to the MC service server.
Table 10.13.2.8-1: Functional alias take over request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias take over request.

	Functional alias list
	M
	A list of one or more functional alias which the originator intends to take over.



[bookmark: _Toc155282433]10.13.2.9	Functional alias take over response
Table 10.13.2.9-1 describes the information flow functional alias take over response from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.13.2.9-1: Functional alias take over response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias take over request.

	Functional alias list
	M
	A list of one or more functional alias which the originator intends to take over.

	Take over status per functional alias
	M
	Indicates the take over request result (accepted, rejected).



[bookmark: _Toc155282434]10.13.2.10	Functional alias revoke notification
Table 10.13.2.10-1 describes the information flow functional revoke notification from the MC service server to the MC service client. This information flow is sent individually addressed on unicast or multicast.
Table 10.13.2.10-1: Functional alias revoke notification
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias take over request.

	Functional alias
	M
	The functional alias which is revoked.



[bookmark: _Toc4532385][bookmark: _Toc155282435]10.13.2.11	Subscribe functional alias request
Table 10.13.2.11-1 describes the information flow subscribe functional alias request from the MC service server to the functional alias controlling MC service server, and from the location management server to the functional alias controlling MC service server.
Table 10.13.2.11-1: Subscribe functional alias request
	Information element
	Status
	Description

	Functional alias
	M
	The functional alias for which subscription is requested.

	Subscription type
	M
	Indicates the subscription is for one-time notification or continuous notification.



[bookmark: _Toc155282436]10.13.2.12	Subscribe functional alias response
Table 10.13.2.12-1 describes the information flow subscribe functional alias response from the functional alias controlling MC service server to the MC service server, and from the functional alias controlling MC service server to the location management server.
Table 10.13.2.12-1: Subscribe functional alias response 
	Information element
	Status
	Description

	Functional alias
	M
	The functional alias for which subscription is requested.

	Status
	M
	Success or failure of the request



[bookmark: _Toc155282437]10.13.2.13	Notify functional alias request
Table 10.13.2.13-1 describes the information flow notify functional alias request from the functional alias controlling MC service server to the MC service server, and from the functional alias controlling MC service server to the location management server.
Table 10.13.2.13-1: Notify functional alias request 
	Information element
	Status
	Description

	Functional alias
	M
	The functional alias for which subscription is requested.

	List of MC service IDs
(see NOTE)
	M
	The list of MC service IDs that is activated for the functional alias

	NOTE:	The MC service ID list can be an empty list.



[bookmark: _Toc155282438]10.13.2.14	Notify functional alias response
Table 10.13.2.14-1 describes the information flow notify functional alias response from the MC service server to the functional alias controlling MC service server, and from the location management server to the functional alias controlling MC service server.
Table 10.13.2.14-1: Notify functional alias response 
	Information element
	Status
	Description

	Functional alias
	M
	The functional alias for which a list of MC service users who activate the functional alias is requested.



[bookmark: _Toc155282439]10.13.2.15	Unsubscribe functional alias request
Table 10.13.2.15-1 describes the information flow unsubscribe functional alias request from the MC service server to the functional alias controlling MC service server, and from the location management server to the functional alias controlling MC service server.
Table 10.13.2.15-1: Unsubscribe functional alias request
	Information element
	Status
	Description

	Functional alias
	M
	The functional alias for which subscription is requested to be cancelled.



[bookmark: _Toc155282440]10.13.2.16	Unsubscribe functional alias response
Table 10.13.2.16-1 describes the information flow subscribe functional alias response from the functional alias controlling MC service server to the MC service server, and from the functional alias controlling MC service server to the location management server.
Table 10.13.2.16-1: Unsubscribe functional alias response 
	Information element
	Status
	Description

	Functional alias
	M
	The functional alias for which subscription is requested to be cancelled.

	Status
	M
	Success or failure of the request



[bookmark: _Toc155282441]10.13.2.17	Functional alias to group binding request
Table 10.13.2.17-1 describes the information flow functional alias to group binding request from the MC service client to the MC service server.
Table 10.13.2.17-1: Functional alias to group binding request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias to group binding request.

	MC service group ID to functional alias bindings
	M
	A list of MC service group IDs to functional alias bindings. One MC service group ID can be bound only to one functional alias. The same functional alias can be bound to multiple MC service group IDs.



[bookmark: _Toc155282442]10.13.2.18	Functional alias to group binding response
Table 10.13.2.18-1 describes the information flow functional alias to group binding response from the MC service client to the MC service server.
Table 10.13.2.18-1: Functional alias to group binding response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias to group binding request.

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc155282443]10.13.2.19	Functional alias to group unbinding request
Table 10.13.2.19-1 describes the information flow functional alias to group unbinding request from the MC service client to the MC service server.
Table 10.13.2.19-1: Functional alias to group unbinding request
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias to group unbinding request.

	MC service group ID list
	M
	A list of MC service group IDs to which the originator requests the functional alias to group unbinding.



[bookmark: _Toc155282444]10.13.2.20	Functional alias to group unbinding response
Table 10.13.2.20-1 describes the information flow functional alias to group unbinding response from the MC service client to the MC service server.
Table 10.13.2.20-1: Functional alias to group unbinding response
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the originator who triggers the functional alias to group unbinding request.

	Result
	M
	Indicates the success or failure for the result



[bookmark: _Toc155282445]10.13.3	Authorised MC service user retrieves active functional alias(es) for certain MC service user(s)
An authorised MC service user can request the active functional alias(es) for one or more MC service users.
Figure 10.13.3-1 below illustrates the active functional alias list query for the MC service user(s).


Figure 10.13.3-1: Active functional alias list query for the user
1.	The MC service client of the MC service user requests the list(s) of active functional aliases for each MC service user(s) from the MC service server by sending an active functional alias information user query request. The MC service ID(s) to be queried is included.
2.	The MC service server checks whether the MC service user is authorized to perform the query. If authorized, then the MC service server retrieves the requested active functional alias information based on the MC service ID(s).
3.	The MC service server sends an active functional alias information user query response including the functional alias information to the MC service client.
[bookmark: _Toc477420450][bookmark: _Toc493026976][bookmark: _Toc155282446]10.13.4	MC service user activates functional alias(es) within an MC system
[bookmark: _Toc485056590]The procedure for MC service user activates functional alias(es) within an MC system is illustrated in figure 10.13.4-1.
Pre-conditions:
1.	MC service client has already been provisioned (statically or dynamically) with the functional alias(es) information that the MC service client is allowed to activate.
2.	MC service server may have retrieved the user profile and functional alias policy from the functional alias configuration e.g. which user(s) are authorized to activate to what functional alias, priority, and other configuration data.
3.	MC service client may have indicated to the functional alias management server that it wishes to receive updates of functional alias data for the functional aliases for which it is authorized.
4.	The MC service client triggers the functional alias activation procedure. This is an explicit activation caused either by the MC service user or determined by a trigger event such as the MC service UE coming within a permitted geographic operational area of a functional alias.


Figure 10.13.4-1: Functional alias activation procedure within an MC system
1.	MC service client of the MC service user requests the MC service server to activate a functional alias or a set of functional aliases.
NOTE 1:	If the MC service server is not the one that performs the functional alias controlling role, the MC service server will forward the request to the MC service server that performs the functional alias controlling role.
2.	The MC service server checks if there are any conflicts with active functional alias(es).
3.	If the user of the MC service client is authorised to activate the requested functional alias(es) then the MC service server stores the functional alias(es) status of the requested functional alias(es).
	If a certain functional alias(es) can be simultaneously active for multiple MC service users and the upper limit of number of simultaneous MC service users is not reached, the MC service shall activate the functional alias(es) for the MC service user and inform all other MC service user(s) with sharing the same functional alias(es) (step 5). If the limit of number of simultaneous MC service users is reached or the functional alias is not allowed to be shared, the request is rejected and the MC service user is notified (step 4). 
	If the functional alias(es) is (are) already used by another MC service user(s), an authorized MC service user gets an offer to take over the functional alias from the MC service user currently using the functional alias(es).
NOTE 2:	The functional alias status is notified to other servers (e.g. MC service servers) within the MC system that have subscribed to functional alias status.
4.	MC service server sends a functional alias(es) activation response to the MC service client.
5.	The MC service server informs all other MC service user(s) sharing the same functional alias(es).
[bookmark: _Toc493026977][bookmark: _Toc155282447]10.13.5	MC service user de-activates functional alias(es) within an MC system
The procedure for MC service user de-activates functional alias(es) within an MC system is illustrated in figure 10.13.5-1.
When an MC service user does not want to use a functional alias(es) anymore, then the MC service user can de-activate functional alias(es).
Pre-conditions:
1.	MC service server has already subscribed to the functional alias(es) information from the functional alias management server and has stored the data of the functional alias(es) a MC service user has activated.
2.	The MC service client triggers the functional alias(es) de-activation procedure. This is an explicit de-activation request either by the MC service user or determined by a trigger event such as the MC service UE moving outside a permitted geographic operational area of a functional alias.


Figure 10.13.5-1: Functional alias de-activation procedure within an MC system
1.	MC service client requests the MC service server to de-activate a functional alias or a set of functional aliases.
NOTE 1:	If the MC service server is not the one that performs the functional alias controlling role, the MC service server will forward the request to the MC service server that performs the functional alias controlling role.
2.	Based on the MC service user profile and stored functional alias policy from the functional alias configuration, the MC service server checks if the MC service user of the MC service client is authorized to de-activate from the requested functional alias(es) and if the MC service user of the MC service client has activated to the requested functional alias(es).
3.	If the MC service user is authorized to de-activate from the requested functional alias(es) then the MC service server updates the functional alias activation status of the MC service user.
NOTE 2:	The functional alias status is notified to other servers (e.g. MC service servers) within the MC system that have subscribed to functional alias status.
4.	MC service server provides to the MC service client the functional alias de-activation response.
5.	The MC service server informs all other MC service user(s) sharing the same functional alias(es).
[bookmark: _Toc155282448]10.13.6	Authorised MC service user takes over functional alias(es) within an MC system
The procedure for MC service user takes over functional alias(es) within an MC system is illustrated in figure 10.13.6-1.
During functional alias(es) activation, if the functional alias(es) is (are) already used by another MC service user(s), an authorized MC service user may get an offer to take over the functional alias(es) from the MC service user currently using the functional alias(es).
Pre-conditions:
1.	MC service client 1 has performed the functional alias(es) activation procedure as described in subclause 10.13.4.
2.	As result of the functional alias(es) activation procedure, the MC service user of MC service client 1 is aware which functional alias(es) are already used but can be taken over.
3.	The MC service user of MC service client 1 decides to take over a functional alias. 


Figure 10.13.6-1: Functional alias taking over procedure within an MC system
1.	MC service client 1 of the MC service user 1 requests the MC service server to take over a functional alias by sending a functional alias take over request.
NOTE 1:	If the MC service server is not the one that performs the functional alias controlling role, the MC service server will forward the request to the MC service server that performs the functional alias controlling role.
NOTE 2:	For the sake of brevity takeover of single functional alias is shown in this procedure. If MC service user 1 decides to take over multiple functional aliases, then the Functional alias take over request in step 1 carries a list of those functional aliases.
2.	The MC service server checks if there are any conflicts taking over the functional alias.
3.	If the user of the MC service client 1 is authorised to take over the requested functional alias then the MC service server sends a functional alias revoke notification to inform MC service client 2 that the functional alias has been revoked and is not any longer active for the user of MC service client 2.
4.	The MC service server stores the functional alias status of the requested functional alias.
NOTE 3:	The functional alias status is notified to other servers (e.g. MC service servers) within the MC system that have subscribed to functional alias status.
5.	MC service server sends a functional alias take over response to the MC service client.
6.	The MC service server informs all other MC service user(s) sharing the same functional alias.
[bookmark: _Toc155282449]10.13.7	Authorised MC service user retrieves MC service user(s) for certain active functional alias(es)
An authorised MC service user can request the MC service user(s) who have activated the functional alias being queried, for one or more functional aliases.
Figure 10.13.7-1 below illustrates the query of usage of the active functional alias(es) procedure.


Figure 10.13.7-1: Query of usage of the active functional alias(es)
1.	The MC service client of the MC service user requests the list(s) of MC service user(s) who have actived the functional alias being queried, by sending an active functional alias information usage query request. The functional alias(es) to be queried are included.
2.	The MC service server checks whether the MC service user is authorized to perform the query. If authorized, then the MC service server retrieves the requested MC service user(s) information for those MC service users who have actived the functional alias being queried.
3.	The MC service server sends an active functional alias information usage query response including the MC service user information to the MC service client.
10.13.8	Automatic activation of functional alias(es) within an MC system
The MC Service Server can automatically activate functional aliases that can be specified by internal or external triggers such as location dependency, schedule, or timer.
The procedure for automatic activation of functional alias(es) within an MC system is illustrated in figure 10.13.8-1. The MC service client(s) get(s) notified by the MC service server at the time when a functional alias has been activated by the MC service server. 
Pre-conditions:
1.	MC service server may have retrieved the MC service user profile and functional alias policy from the functional alias configuration, for example, which MC service user(s) are authorized to activate which functional alias(es), to use corresponding priorities and other configuration data associated with the functional alias.
2.	MC service server has already been provisioned with the functional alias(es) information that the MC service client is allowed to activate.


Figure 10.13.8-1: Automatic functional alias activation within an MC system
[bookmark: _Hlk513649780]1.	The condition e.g. timer or current location of the MC service user for automatic functional alias(es) activation is met.
[bookmark: _Hlk514834646]2.	The MC service server checks if there are any conflicts with current active functional alias(es).
a.)	If a certain functional alias(es) can be simultaneously active for multiple MC service users and the upper limit of simultaneous MC service users is not reached, the MC service server shall activate the functional alias(es) for the corresponding MC service user and inform all other MC service user(s) that are sharing the same functional alias(es) (step 5).
b.)	If the limit of simultaneous MC service users is reached or the functional alias is not allowed to be shared then the MC service server does not proceed with the functional alias(es) activation procedure or the MC service server can reassign the functional alias, i.e. takeover, from the MC service user currently using the functional alias(es) to the new MC service client.
3.	MC service server notifies the MC service client about the activation of the functional alias(es).
4.	The MC service server stores the functional alias(es) status for the functional alias(es), including date and time of activation.
5.	The MC service server informs all other MC service user(s) sharing the same functional alias(es).
10.13.9	Automatic deactivation of functional alias(es) within an MC system
The MC Service Server can automatically activate functional aliases that can be specified by internal or external triggers such as location dependency, schedule, or timer.
The procedure for automatic deactivation of functional alias(es) within an MC system is illustrated in figure 10.13.9-1. The MC service client(s) get(s) notified by the MC service server at the time when a functional alias has been deactivated by the MC service server.
Pre-conditions:
1.	MC service server has already retrieved the relevant functional alias(es) information from the configuration (functional alias) management server and has stored the data of the concerning functional alias(es) a MC service user has activated.


Figure 10.13.9-1: Automatic functional alias deactivation within an MC system
1.	The condition e.g. timer or current location of the MC service user for automatic functional alias(es) deactivation is met. The trigger for deactivation may be done by the MC system or by an authorized external system attached to the MC system.
2.	MC service server notifies the MC service client about the deactivation of the functional alias(es).
3.	The MC service server stores the status, e.g. deactivated, of the concerned functional alias(es) and the corresponding MC service ID(s).
4.	The MC service server informs all other MC service user(s) sharing the same functional alias(es).
[bookmark: _Toc4532388][bookmark: _Toc155282450]10.13.10	Subscription and notification for functional alias
[bookmark: _Toc4532383][bookmark: _Toc155282451]10.13.10.1	General 
The subscriber (e.g. MC service server, location management server) obtains the list of MC service users who have activated a functional alias from the functional alias controlling MC service server via subscription and notification mechanisms.
10.13.10.2	Subscription for functional alias procedure
The procedure for subscription for functional alias is described in figure 10.13.10.2-1.
Pre-conditions:
-	The functional alias controlling MC service server holds a list of MC service users who has activated the functional alias.


Figure 10.13.10.2-1: Subscription for functional alias
1.	The subscriber sends a subscribe functional alias request to the functional alias controlling MC service server in order to receive notifications about the list of MC service users who has activated the function alias.
2.	The functional alias controlling MC service server provides a subscribe functional alias response to the subscriber indicating success or failure of the request.
10.13.10.3	Notification for functional alias procedure
The procedure for notification for functional alias as shown in figure 10.13.10.3-1 is used by the functional alias controlling MC service server to inform the subscriber about MC service users who has activated the functional alias.
Pre-conditions:
-	The subscriber has subscribed to the functional alias
-	The list of MC service users who has activated the functional alias is changed at functional alias controlling MC service server due to activation, deactivation or taken over.


Figure 10.13.10.3-1: Notification for the functional alias
1.	The functional alias controlling MC service server provides the list of MC service users who has activated the functional alias in the notify functional alias request to the subscriber. 
2.	The subscriber provides a notify functional alias response to the functional alias controlling MC service server.
10.13.10.4	Unsubscription for functional alias procedure
The procedure for unsubscription for functional alias is described in figure 10.13.10.4-1.
Pre-conditions:
-	The functional alias controlling MC service server holds a list of MC service users who has activated the functional alias.


Figure 10.13.10.4-1: Unsubscription for functional alias
1.	The subscriber sends a unsubscribe functional alias request to the functional alias controlling MC service server in order to stop receiving notifications about the list of MC service IDs who has activated the function alias.
2.	The functional alias controlling MC service server provides a subscribe functional alias response to the subscriber indicating success or failure of the request.
[bookmark: _Toc11449583][bookmark: _Toc155282452]10.13.11	Functional alias to group binding
[bookmark: _Toc11449584][bookmark: _Toc155282453]10.13.11.1	General
The MC service client creates a functional alias to group binding association to be stored within the group controlling MC server. Once a functional alias is bound to a group it is bound till the functional alias is unbound to the group. After an MC service log-off the user's functional alias to group bindings are deleted.
NOTE:	Affiliation and de-affiliation procedures do not change the functional alias to group binding.
[bookmark: _Toc155282454]10.13.11.2	Functional alias to group binding
The procedure for binding a functional alias with a group is described in figure 10.13.11.2-1.
Pre-conditions:
-	The MC service server has subscribed to the MC service functional alias controlling server within the MC system for functional alias activation/de-activation updates.


Figure 10.13.11.2-1: Functional alias to group binding procedure
1.	The MC service client sends a functional alias to group binding request to the group controlling MC service server to bind functional aliases to groups to be used for communications within those groups.
2.	The group controlling MC service server provides a functional alias to group binding response to the MC service client indicating success or failure of the request.
[bookmark: _Toc155282455]10.13.11.3	Functional alias to group unbinding
The procedure for unbinding a functional alias with a group is described in figure 10.13.11.3-1.
Pre-conditions:
-	The MC service server has subscribed to the MC service functional alias controlling server within the MC system for functional alias activation/de-activation updates.


Figure 10.13.11.3-1: Functional alias to group unbinding procedure
1.	The MC service client sends a functional alias to group unbinding request to the group controlling MC service server to unbind functional aliases from groups which are not used for communications within those groups anymore.
2.	The group controlling MC service server provides a functional alias to group unbinding response to the MC service client indicating success or failure of the request. The MC service server also checks whether the MC service client is the last client who has bound a certain functional alias to a group which may prevent unbinding that functional alias from the group.
[bookmark: _Toc155282456]10.14	Generic procedures for interconnection
[bookmark: _Toc155282457]10.14.1	General
Interconnection provides a means for communication between different MC systems with differing levels of trust between those MC systems. This subclause describes generic procedures for interconnection which are variations of specific procedures detailed in 3GPP TS 23.379 [16] and 3GPP TS 23.281 [12]. These procedures should be read in conjunction with specific procedures in those specifications.
[bookmark: _Toc155282458]10.14.2	Generic call procedure with topology hiding
[bookmark: _Toc155282459]10.14.2.1	General
The procedure in this subclause applies to MC service group calls and private calls made between multiple MC systems where topology hiding is required. An MC gateway server in an MC system is used to route calls to and from partner MC systems, and by doing so hides the topology of the MC system.
[bookmark: _Toc155282460]10.14.2.2	Procedure for calls with topology hiding
Figure 10.14.2.2-1 shows the procedure where an MC service client initiates an MC service group call to an MC service group where the primary MC system of that MC service group is an interconnected MC system, or where an MC service client initiates an MC service private call to an MC service user where the primary MC system of that MC service user is an interconnected partner MC system. In this procedure, both MC systems make use of topology hiding.
NOTE 1:	This procedure does not illustrate the case where the target MC service client has migrated, and where further forwarding of the call request is required.
Pre-conditions:
1.	MC service client 1 is receiving MC service in a different MC system to the primary MC system of the target MC service group or MC service user, and the MC systems are interconnected.
NOTE 2:	MC service client 1 may be receiving service in the primary MC system of MC service client 1, or may have successfully migrated to a partner MC system.
2.	If the call to be originated by MC service client 1 is an MC service group call, MC service client 1 has affiliated to the MC service group.
3.	If the call to be originated by MC service client 1 is an MC service private call, the target MC service client, MC service client 2, is receiving service from the primary MC system of that MC service client.


Figure 10.14.2.2-1:	Call to target in interconnected MC system
1.	MC service client 1 initiates a call request to a target MC service user or MC service group, where the primary MC system of that MC service user or MC service group is an interconnected partner MC system.
2.	The serving MC service server of MC service client 1 determines that the call has a target in a different MC system, and that the MC gateway server is the correct next hop for the call.
3.	The serving MC service server of MC service client 1 forwards the call request to the MC gateway server of the serving MC system.
4.	The MC gateway server identifies the correct partner MC system which is the primary MC system for the target of the call. 
NOTE 3: The MC gateway server of the serving MC system of MC service client 1 will contain configuration to allow it to route the call request over the signalling plane to the MC gateway server in the partner MC system.
5.	The MC gateway server of the primary MC system of MC service client 1 forwards the call request to the MC gateway server of the partner MC system.
6.	The MC gateway server of the partner MC system determines the MC service server which is the primary MC service server for the target MC service user or MC service group.
NOTE 4:	The MC gateway server of the partner MC system will contain configuration allowing it to make use of the target MC service ID or MC service group ID to identify the primary MC service server of the target MC service user or MC service group. 
7.	The call request is forwarded to the partner MC service server which is the primary MC service server of the target MC service user or MC service group.
8.	The partner MC service server which is the primary MC service server of the target MC service user or MC service group checks that the call is authorized to be made. The authorization process checks that the call origin is permissible (i.e. from the serving MC system of calling MC service user, and from that calling MC service user) for a call to the target MC service user or MC service group.
9.	Providing that the authorization in step 8 is successful, the call request is sent to MC service client 2.
10.	MC service client 2 sends a call response to the call request.
11.	The partner MC service server, which is the primary MC service server of the target MC service user or MC service group, sends a call response to the MC gateway server in the partner MC system.
12.	The MC gateway server in the partner MC system sends the call response to the MC gateway server in the primary MC system of MC service client 1.
13.	The MC gateway server in the primary MC system sends the call response to the serving MC service server of MC service client 1.
14.	The serving MC service server sends the call response to MC service client 1.
NOTE 5.	Steps 9 and 10 may occur at any time after step 8 and prior to step 15, provided that step 9 always take place before step 10. If the authorization in step 8 has failed, then steps 9 and 10 do not occur.
15.If the call response was successful, floor control and media paths are established for the call.
[bookmark: _Toc155282461]10.14.3	Generic call procedure for enforcement of local MC service group configuration
[bookmark: _Toc155282462]10.14.3.1	General
The procedure in the following subclauses apply to MC service group calls made between multiple MC systems where the partner MC system applies local configuration to the MC service group configuration which has been provided by the primary MC system of the MC service group. The serving MC server of the MC service group members, that is a participating server for the MC service group, applies enforcement of local MC service group configuration.
[bookmark: _Toc155282463]10.14.3.2	MC service group call initiated in the partner MC system of the MC service group
Figure 10.14.3.2-1 shows the procedure where an MC service group call is initiated by an MC service client receiving MC service in the partner MC system of the MC service group. 
NOTE 1:	Any topology hiding by the primary or partner MC system of the MC service group is not shown within this procedure.
Pre-conditions:
1.	MC service client 1 is receiving MC service in a partner MC system of the MC service group, and the MC systems are interconnected.
NOTE 2:	MC service client 1 can be receiving service in the primary MC system of MC service client 1, or can have successfully migrated to a partner MC system.
2.	MC service client 1 has affiliated to the MC service group.


Figure 10.14.3.2-1:	Enforcement of local configuration with call originated in partner MC system of MC service group
1.	MC service client 1 initiates a group call request to the MC service group, where the primary MC system of that MC service group is an interconnected partner MC system.
2.	The serving MC service server of MC service client 1 authorizes the group call request using local group configuration information.
3.	If the group call request authorization by the serving MC service server of MC service client 1 is successful, the serving MC service server forwards the group call request to the group host MC service server in the primary MC system of the MC service group.
4.	The primary MC service server of the MC service group checks that the call is authorized to be made. The authorization process checks that the call origin is permissible (i.e. from the serving MC system of calling MC service user, and from that calling MC service user) for a call to that MC service group.
5.	Providing that authorization in step 4 is successful, the group call response is sent to the serving MC service server of MC service client 1.
6.	The serving MC service server sends the MC service group call response to MC service client 1.
7.	Floor control or transmission control and media paths are established for the MC service group call.
[bookmark: _Toc155282464]10.14.3.3	MC service group call request received from the primary MC system of the MC service group
Figure 10.14.3.3-1 shows the procedure where an MC service group call request is received from the primary MC system of the MC service group, which includes an MC service group member MC service client 1 that is receiving service within the partner MC system of the MC service group. Any topology hiding by the primary or partner MC system of the MC service group is not shown within this procedure.
Pre-conditions:
1.	MC service client 1 is receiving MC service in a partner MC system of the MC service group, and the MC systems are interconnected.
NOTE:	MC service client 1 can be receiving service in the primary MC system of MC service client 1, or can have successfully migrated to a partner MC system.
2.	MC service client 1 has affiliated to the MC service group.


Figure 10.14.3.3-1:	Enforcement of local configuration where group call request is received from primary MC system of MC service group
1.	A group call request is received from the group host MC service server in the primary MC system of the MC service group.
2.	The serving MC service server of MC service client 1 authorizes the group call request using local group configuration information.
3.	If the group call request authorization by the serving MC service server of MC service client 1 is successful, the serving MC service server sends the group call request to MC service client 1.
4.	MC service client 1 responds to the group call request with a group call response.
5.	The group call response is sent to the group host MC service server of the MC service group.
6.	Floor control or transmission control and media paths are established for the MC service group call.
[bookmark: _Toc155282465]10.14.4	Generic call procedure for media replication in participating MC system in MC service group calls
[bookmark: _Toc155282466]10.14.4.1	General
The procedure in the following subclause applies to MC service group calls made between multiple MC systems where the partner MC system carries out media replication to served MC service group members.
[bookmark: _Toc155282467]10.14.4.2	Media replication in the partner MC system of the MC service group
Figure 10.14.4.2-1 shows the procedure where an MC service group call is initiated by an MC service client receiving MC service in the primary MC system of the MC service group, and media replication takes place in the partner MC system. 
NOTE 1:	Any topology hiding by the primary or partner MC system of the MC service group is not shown within this procedure. 
Pre-conditions:
1.	MC service client 1 is receiving MC service in the primary MC system of the MC service group, and the MC systems are interconnected.
2.	MC service clients 2, 3 and n are receiving MC service in the partner MC system of the MC service group.
NOTE 2:	MC service clients 2,3 and n can be receiving MC service in the primary MC system of MC clients 2, 3 and n, or one or more of MC service clients 2, 3 and n can have successfully migrated to a partner MC system.
3.	MC service clients 1, 2, 3 and n have affiliated to the MC service group.


Figure 10.14.4.2-1:	Media replication in partner MC system of MC service group
1.	An MC service group call is set up and floor or transmission control and media paths are established, and MC service client 1 requests permission to transmit media to the MC service group.
2.	The group host MC service server grants the requested floor or transmission permission to MC service client 1.
3a.	MC service client 1 transmits a media stream to the group host MC service server.
3b.	The group host MC service server sends a single media stream to the serving MC service server of MC service clients 2, 3 and n in the partner MC system of the MC service group.
3c.	The serving MC service server of MC service clients 2, 3 and n replicates and distributes the media to MC service clients 2, 3 and n.
NOTE 3:	Media distribution to MC service clients 2, 3 and n may be using unicast or multicast bearers.
[bookmark: _Toc24660211][bookmark: _Toc155282468]10.15	Preconfigured regrouping
[bookmark: _Toc24660212][bookmark: _Toc155282469]10.15.1	General
The following subclauses specify the information flows and procedures for group and user regrouping using preconfigured groups for a single MC service, and which are utilised by the following MC services:
-	MCVideo (as specified in 3GPP TS 23.281 [12])
-	MCData (as specified in 3GPP TS 23.282 [13])
NOTE:	The information flows and procedures for group and user regrouping using preconfigured groups for MCPTT are specified in 3GPP TS 23.379 [16].
MC service specific pre-requisites and resultant behaviour by functional entities in performing these procedures are specified in the respective MC service TSs as listed above.
[bookmark: _Toc24660213][bookmark: _Toc155282470]10.15.2	Information flows for preconfigured regrouping
[bookmark: _Hlk27841152][bookmark: _Toc24660214][bookmark: _Toc155282471]10.15.2.1	Preconfigured regroup request (MC service client – MC service server)
Table 10.15.2.1-1 describes the information flow preconfigured regroup request from the MC service client to the MC service server.
Table 10.15.2.1-1 Preconfigured regroup request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester

	MC service group ID
	O
	MC service group ID of the regroup group

	MC service group ID
	M
	MC service group ID of the MC service group from which configuration is to be taken

	MC service group ID list
	O
(see NOTE 1)
	List of MC service groups to be regrouped into the group regroup group

	MC service user ID list
	O
(see NOTE 1)
	List of MC service users to be regrouped into the user regroup group

	MC service user criteria
	O
(see NOTE 1, NOTE 2)
	Carries the details of criteria which will be used by the MC service server for determining the participants. For example, it can be a location based criteria to determine the MC service user ID list in a particular area, or it could be tags (e.g. "fire", "medical", "police", etc.), or a combination of tags and location, which is left to implementation.

	NOTE 1:	One and only one of these shall be present.
NOTE 2:	This information element is used only for the user regroup procedures



[bookmark: _Toc24660215][bookmark: _Toc155282472]10.15.2.2	Preconfigured regroup request (MC service server – MC service client)
Table 10.15.2.2-1 describes the information flow preconfigured regroup request from the MC service server to the MC service client.
Table 10.15.2.2-1 Preconfigured regroup request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the target MC service group member

	MC service group ID
	M
	MC service group ID of the regroup group

	MC service group ID
	M
	MC service group ID of the MC service group from which configuration is to be taken



[bookmark: _Toc24660216][bookmark: _Toc155282473]10.15.2.3	Preconfigured regroup request (MC service server – MC service server)
Table 10.15.2.3-1 describes the information flow preconfigured regroup request from the MC service server to the MC service server.
Table 10.15.2.3-1 Preconfigured regroup request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester

	MC service group ID
	M
	MC service group ID of the regroup group

	MC service group ID
	M
	MC service group ID of the MC service group from which configuration is to be taken

	MC service group ID list
	O
	List of MC service groups to be regrouped into the group regroup group



[bookmark: _Toc24660217][bookmark: _Toc155282474]10.15.2.4	Preconfigured regroup response (MC service client – MC service server)
Table 10.15.2.4-1 describes the information flow preconfigured regroup response from the MC service client to the MC service server.
Table 10.15.2.4-1 Preconfigured regroup response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the responding MC service client

	MC service group ID
	M
	MC service group ID of the regroup group

	Result
	M
	Result of the regrouping operation



[bookmark: _Toc24660218][bookmark: _Toc155282475]10.15.2.5	Preconfigured regroup response (MC service server – MC service client)
Table 10.15.2.5-1 describes the information flow preconfigured regroup response from the MC service server to the MC service client.
Table 10.15.2.5-1 Preconfigured regroup response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester of the regrouping operation

	MC service group ID
	M
	MC service group ID of the regroup group

	Result
	M
	Result of the regrouping operation



[bookmark: _Toc24660219][bookmark: _Toc155282476]10.15.2.6	Preconfigured regroup response (MC service server – MC service server)
Table 10.15.2.6-1 describes the information flow preconfigured regroup response from the MC service server to the MC service server.
Table 10.15.2.6-1 Preconfigured regroup response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the responding MC service client

	MC service group ID
	M
	MC service group ID of the regroup group

	Result
	M
	Result of the regrouping operation



[bookmark: _Toc24660220][bookmark: _Toc155282477]10.15.2.7	Preconfigured regroup cancel request (MC service client – MC service server)
Table 10.15.2.7-1 describes the information flow preconfigured regroup cancel request from the MC service client to the MC service server.
Table 10.15.2.7-1 Preconfigured regroup cancel request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester

	MC service group ID
	M
	MC service group ID of the regroup group



[bookmark: _Toc24660221][bookmark: _Toc155282478]10.15.2.8	Preconfigured regroup cancel request (MC service server – MC service client)
Table 10.15.2.8-1 describes the information flow preconfigured regroup cancel request from the MC service server to the MC service client.
Table 10.15.2.8-1 Preconfigured regroup cancel request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the target MC service user or MC service group member

	MC service group ID
	M
	MC service group ID of the regroup group



[bookmark: _Toc24660222][bookmark: _Toc155282479]10.15.2.9	Preconfigured regroup cancel request (MC service server – MC service server)
Table 10.15.2.9-1 describes the information flow preconfigured regroup cancel request from the MC service server to the MC service server.
Table 10.15.2.9-1 Preconfigured regroup cancel request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester

	MC service group ID
	M
	MC service group ID of the regroup group



[bookmark: _Toc24660223][bookmark: _Toc155282480]10.15.2.10	Preconfigured regroup cancel response (MC service client – MC service server)
Table 10.15.2.10-1 describes the information flow preconfigured regroup cancel response from the MC service client to the MC service server.
Table 10.15.2.10-1 Preconfigured regroup cancel response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the responding MC service client

	MC service group ID
	M
	MC service group ID of the regroup group

	Result
	M
	Result of the regrouping operation



[bookmark: _Toc24660224][bookmark: _Toc155282481]10.15.2.11	Preconfigured regroup cancel response (MC service server – MC service client)
Table 10.15.2.11-1 describes the information flow preconfigured regroup cancel response from the MC service server to the MC service client.
Table 10.15.2.11-1 Preconfigured regroup cancel response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester of the regroup removal

	MC service group ID
	M
	MC service group ID of the regroup group

	Result
	M
	Result of the regrouping operation



[bookmark: _Toc24660225][bookmark: _Toc155282482]10.15.2.12	Preconfigured regroup cancel response (MC service server – MC service server)
Table 10.15.2.12-1 describes the information flow preconfigured regroup cancel response from the MC service server to the MC service server.
Table 10.15.2.12-1 Preconfigured regroup cancel response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester of the regroup removal

	MC service group ID
	M
	MC service group ID of the regroup group

	Result
	M
	Result of the regroup removal operation



[bookmark: _Toc24660226][bookmark: _Toc155282483]10.15.2.13	Preconfigured regroup reject (MC service server – MC service client)
Table 10.15.2.13-1 describes the information flow preconfigured regroup reject from the MC service server to the MC service client.
Table 10.15.2.13-1 Preconfigured regroup reject information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the requester of the regrouping

	MC service group ID
	M
	MC service group ID of the regroup group

	Reject reason
	M
	Reason for rejecting the regrouping operation



[bookmark: _Toc24660227][bookmark: _Toc155282484]10.15.2.14	Preconfigured regroup reject (MC service server – MC service server)
Table 10.15.2.14-1 describes the information flow preconfigured regroup reject from the MC service server to the MC service server.
Table 10.15.2.14-1 Preconfigured regroup reject information elements
	Information Element
	Status
	Description

	MC service group ID
	M
	MC service group ID of the regroup group

	Reject reason
	M
	Reason for rejecting the regrouping operation



[bookmark: _Toc24660228][bookmark: _Toc155282485]10.15.2.15	Preconfigured user regroup remove request (MC service server – MC service client)
Table 10.15.2.15-1 describes the information flow preconfigured user regroup remove request from the MC service server to MC service client.
Table 10.15.2.15-1 Preconfigured user regroup remove request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the MC service user to be removed from the regroup group

	MC service group ID
	M
	MC service group ID of the regroup group from which the MC service user is to be removed



[bookmark: _Toc155282486]10.15.2.16	Preconfigured user regroup remove response (MC service client – MC service server)
Table 10.15.2.16-1 describes the information flow preconfigured user regroup remove response from the MC service client to the MC service server.
Table 10.15.2.16-1 Preconfigured user regroup remove response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the MC service user to be removed from the preconfigured regroup

	Result
	M
	Result of the preconfigured user regroup removal operation



[bookmark: _Toc155282487]10.15.3	Regroup with preconfigured group
[bookmark: _Toc24660229][bookmark: _Toc155282488]10.15.3.1	General
A group regroup may be achieved by regrouping MC service groups into a new MC service regroup group which uses the configuration of a separate preconfigured MC service group. The MC service regroup group configuration needs to be provided to the relevant MC service group members of the MC service groups that will be regrouped in advance of the regrouping operation. 
A user regroup may be achieved by regrouping MC service users into a new MC service regroup group which uses the configuration of a separate preconfigured MC service group. The MC service regroup group configuration needs to be provided to the relevant MC service users who will be regrouped in advance of the regrouping operation. 
NOTE 1:	A preconfigured group which is intended only to provide configuration for the preconfigured regroup process is identified by a parameter in group configuration described in this specification. 
NOTE 2:	The configuration may alternatively be taken from any MC service group that has been configured in the user profile of all the relevant MC service users who will be regrouped.
NOTE 3:	Regroup groups may be defined according to the organizational structure of a mission critical organization, or by some other means which allows the MC service client of an authorized user to be aware of an appropriate regroup group for sets of MC service groups or MC service users that will be regrouped together.
The preconfigured MC service group that provides the configuration is not used as the MC service regroup group itself, it only provides configuration for one or more MC service regroup groups. The MC service group ID of the regroup group is provided by the authorized user when the preconfigured regrouping is carried out.
The MC service regroup group can be specified to be a broadcast or non-broadcast type according to the configuration of the MC service group whose configuration is specified by the regroup request. The broadcast type of regroup is used for one-way communication where only an authorized MC service user is allowed to transmit and all other regroup members are only allowed to receive the communication (e.g. a call from a dispatcher to all regroup members). The non-broadcast type is used for two-way communication where all regroup members can transmit and receive (i.e, the regroup group call behaves like a normal non-broadcast group call).
For group regrouping, if the MC service server has been notified by the group management server that one of the MC service groups that has been requested for regrouping by means of these procedures has already been regrouped, the MC service server shall reject the request for regrouping described in the following procedures.
[bookmark: _Toc24660230][bookmark: _Toc155282489]10.15.3.2	Preconfigured regroup procedures in a single MC system
The following subclauses define group and user regroup procedures using preconfigured groups within a single MC system.
[bookmark: _Toc24660231][bookmark: _Toc155282490]10.15.3.2.1	Preconfigured Group Regroup formation in a single MC system
Figure 10.15.3.2.1-1 illustrates the procedure to initiate a group regroup using a preconfigured MC service group. The procedure takes place prior to the establishment of a group call to the MC service regroup group.
Pre-conditions:
-	MC service client 2 is an affiliated member of MC service group 1 and MC service client 3 is an affiliated member of MC service group 2.
-	The MC service group identity and group configuration for the preconfigured MC service group have been preconfigured in MC service clients 2 and 3, and MC service clients 2 and 3 have received the relevant security related information to allow them to communicate in the MC service regroup group.
-	MC service client 1 is authorized to initiate a preconfigured group regroup procedure.
-	MC service client 1 is aware of a suitable MC service group whose configuration has been preconfigured in the MC service UEs of the group members who will be regrouped. 
-	In order to be aware whether a group is currently regrouped, the MC service server is subscribed to the group configuration in the GMS.
-	The GMS has subscribed to group dynamic data from the MC service server using the procedures defined in subclause 10.1.5.6.



Figure 10.15.3.2.1-1: Regroup procedure using preconfigured group in a single MC system
1.	The authorized user of MC service client 1 initiates the group regroup procedure, specifying the list of MC service groups to be regrouped (MC service groups 1 and 2), the MC service group ID of the regroup group and the MC service group ID of the group from which configuration information for the regroup group is to be taken.
2.	MC service client 1 sends the preconfigured regroup request to the MC service server.
3.	The MC service server checks that MC service client 1 is authorized to initiate a preconfigured group regroup procedure, and resolves the group identities of the MC service groups requested in step 1. The MC service server also checks which group members are affiliated to MC service groups 1 and 2. The MC service server may retrieve the configuration for the regroup group from the GMS if that configuration information is not already known to the MC service server. The MC service server also checks that none of the MC service groups that are requested for regrouping are already regrouped by any mechanism.
NOTE 1:	This procedure does not require that that the authorized user of MC service client 1 is a group member of MC service groups 1 or 2, or that the authorized user of MC service client 1 is an affiliated group member of MC service groups 1 or 2.
NOTE 2:	The list of groups included in the group regroup is held in dynamic data in the MC service server, and is not used to update group configuration information in the group management server. 
4.	If the MC service server determines that any of the groups requested for regrouping, including the regroup group, have been regrouped by other group regrouping procedures, the MC service server then sends a preconfigured regroup reject back to MC service client 1 with a reject reason indicating that one of the groups has already been regrouped, and this procedure terminates.
5.	If the preconfigured regroup request is not rejected, the MC service server sends the preconfigured regroup requests to MC service clients 2 and 3 in steps 5a and 5b respectively.
NOTE 3:	Only group members that are affiliated to the MC service groups that are to be regrouped are sent a preconfigured regroup request.
6.	MC service clients 2 and 3 notify their users of the regrouping in steps 6a and 6b respectively.
7.	MC service clients 2 and 3 may send the preconfigured regroup response to the MC service server to acknowledge the regrouping action. These acknowledgements are not sent in response to a multicast transmission of the preconfigured regroup request.
8.	The MC service server affiliates the regrouped MC service clients to the regroup group.
9.	The MC service server sends a preconfigured regroup response to MC service client 1.
After the group regrouping procedure, the regrouping remains in effect until explicitly cancelled by the procedure in 10.15.3.2.3.
MC service client participation in the ongoing regroup persists until the MC service client is no longer affiliated to any of the regrouped groups (group 1 or 2 in this procedure).
MC service client affiliation to the regroup group may cease when the UE's MC service ceases, e.g. when the UE is powered down, or by performing a log-off operation.
Editor's note:	Data persistence in the MC service client following a user log-off or power down needs further study.
[bookmark: _Toc24660232][bookmark: _Toc155282491]10.15.3.2.2	Preconfigured User Regroup formation in a single MC system
Figure 10.15.3.2.2-1 illustrates the procedure to initiate a user regroup procedure using a preconfigured MC service group. The procedure takes place prior to the establishment of a group call to the MC service regroup group.
Pre-conditions:
-	MC service clients 2 and 3 are registered with the MC service server.
-	The MC service group identity and group configuration for the preconfigured MC service group have been preconfigured in MC service clients 2 and 3, and MC service clients 2 and 3 have received the relevant security related information to allow them to communicate in the MC service regroup group.
-	MC service client 1 is authorized to initiate a preconfigured user regroup procedure.
-	MC service client 1 is aware of a suitable preconfigured group whose configuration has been preconfigured in the MC service UEs of the MC service users who will be regrouped.


Figure 10.15.3.2.2-1: User regroup procedure using preconfigured group in a single MC system
1.	The authorized user of MC service client 1 initiates the user regroup procedure, specifying the list of MC service users to be regrouped (MC service clients 2 and 3), the MC service group ID of the regroup group, and the MC service group ID of the group from which configuration information for the regroup group is to be taken. Alternatively, the MC service client 1 can provide the criteria which allows the MC service server to determine the list of MC service users to be regrouped.
2.	MC service client 1 sends the preconfigured regroup request to the MC service server.
3.	The MC service server checks that MC service client 1 is authorized to initiate a preconfigured user regroup procedure.
NOTE 1:	MC service clients can be involved in multiple user and group regroups simultaneously.
4.	The MC service server sends the preconfigured regroup requests to MC service clients 2 and 3 in steps 4a and 4b respectively.
NOTE 2:	When using multicast, the MC service server can periodically rebroadcast the preconfigured regroup request. 
5.	MC service clients 2 and 3 notify their users of the regrouping in steps 5a and 5b respectively.
6.	MC service clients 2 and 3 may send the preconfigured regroup response to the MC service server to acknowledge the regrouping action. These acknowledgements are not sent in response to a multicast transmission of the preconfigured regroup request.
7.	The MC service server affiliates the regrouped MC service clients to the regroup group. 
8.	The MC service server sends a preconfigured regroup response to MC service client 1.
NOTE 3:	After the user regrouping procedure, the regrouping remains in effect until explicitly cancelled by the procedure in 10.15.3.2.3. 

[bookmark: _Toc24660233][bookmark: _Toc155282492]10.15.3.2.3	Preconfigured regroup cancellation in a single MC system 
Figure 10.15.3.2.3-1 illustrates the procedure to cancel a group or user regroup that uses a preconfigured MC service group.
Pre-conditions:
-	MC service clients 2 and 3 have been regrouped into a MC service regroup group that uses the configuration of a preconfigured MC service group.
-	MC service client 1 is authorized to cancel a group or user regroup that uses a preconfigured MC service group. 
-	The GMS has subscribed to group dynamic data from the MC service server using the procedures defined in subclause 10.1.5.6.


Figure 10.15.3.2.3-1: Cancel preconfigured regroup procedure in a single MC system
1.	The authorized user of MC service client 1 initiates the cancellation of the regrouping that uses a preconfigured MC service group.
2.	MC service client 1 sends the preconfigured regroup cancel request to the MC service server, specifying the MC service group ID of the regroup group.
3.	The MC service server checks that MC service client 1 is authorized to cancel a regrouping that used a regroup procedure with preconfigured groups.
4.	The MC service server sends the preconfigured regroup cancel request to MC service clients 2 and 3 (steps 4a and 4b respectively).
5.	MC service clients 2 and 3 notify their users of the cancellation of the regrouping in steps 5a and 5b respectively.
6.	MC service clients 2 and 3 may send the preconfigured regroup cancel response to the MC service server to acknowledge the cancellation of the regrouping function. These acknowledgements are not sent in response to a multicast transmission of the preconfigured regroup cancel request.
7.	The MC service server deaffiliates MC service clients 2 and 3 from the MC service regroup group.
8.	The MC service server sends a preconfigured regroup cancel response to MC service client 1.
[bookmark: _Toc24660234][bookmark: _Toc155282493]10.15.3.3	Preconfigured regroup procedures in multiple MC systems
The following subclauses define group and user regroup procedures using preconfigured groups in multiple MC systems.
[bookmark: _Toc24660235][bookmark: _Toc155282494]10.15.3.3.1	Preconfigured Group Regroup formation in multiple MC systems
Figure 10.15.3.3.1-1 illustrates the procedure to initiate a group regroup procedure using a preconfigured MC service group, where at least one of the groups to be regrouped is configured in a partner MC system. The primary MC system where the preconfigured group regrouping is initiated does not need to be aware of the list of group members belonging to groups whose group home system is the partner MC system. If the group management server in the primary MC system of the MC service regroup group shares the necessary security related parameters together with the group configuration of the preconfigured MC service group with the group management server in the partner MC system and the group management server in the partner MC system distributes this configuration including those security parameters to its served MC service users according to the procedures in subclause 10.2.7, the primary MC system does not need to be aware of the list of group members of the MC service regroup group that are receiving service in the partner MC system.
The procedure takes place prior to the establishment of a group call to the MC service regroup group.
In this procedure, any gateway MC servers in the primary or partner MC systems are not shown.
Pre-conditions:
-	MC service client 1 is authorized to initiated a preconfigured regroup procedure, and is receiving MC service in the primary MC system of MC service client 1.
-	MC service client 2 is an affiliated member of MC service group 1 where MC service group 1 is defined in the partner MC system and MC service client 2 is receiving service in the partner MC system of MC service client 1.
-	The MC service group identity and group configuration for the preconfigured MC service group have been preconfigured in MC service client 2, and MC service client 2 has received the relevant security related information to allow communication in the MC service regroup group.
-	In order to be aware whether the group is regrouped, the MC service server is subscribed to the group configuration in the GMS.
-	The GMS has subscribed to group dynamic data from the MC service server within the same MC system using the procedures defined in subclause 10.1.5.6 


Figure 10.15.3.3.1-1: Group regroup procedure using preconfigured group in multiple MC systems
1.	The authorized user of MC service client 1 initiates the group regroup procedure, specifying the list of MC service groups to be regrouped including MC service group 1, the MC service group ID of the regroup group and the MC service group ID of the group from which configuration information for the regroup group is to be taken.
2.	MC service client 1 sends the preconfigured regroup request to the MC service server.
3.	The MC service server checks that MC service client 1 is authorized to initiate a preconfigured group regroup procedure, and resolves the group identities of the MC service groups requested in step 1. The MC service server also checks which group members are affiliated to the requested MC service groups that are homed in the primary MC system. The MC service server identifies any partner systems which are the group home systems for MC service groups identified in the list of groups to be regrouped. The MC service server may retrieve the configuration for the regroup group from the GMS if that configuration information is not already known to the MC service server. The MC service server also checks that none of the MC service groups that are homed in the primary MC system and that are requested for regrouping are already regrouped by any mechanism.
NOTE 1:	This procedure does not require that that the authorized user of MC service client 1 is a group member of the MC service groups listed in the regroup request, or that the authorized user of MC service client 1 is an affiliated group member of any of the listed MC service groups.
4.	The MC service server sends the preconfigured regroup requests to the MC service server in the partner MC system.
5.	The partner MC service server checks the status of any MC service groups hosted by that partner MC service server, and identifies affiliated group members of any of the identified MC service groups (both MC service groups that are hosted in the primary MC system and MC service groups that are hosted in the partner MC system) that are receiving MC service service in the partner MC system, which include MC service client 2.
6.	The partner MC service server sends the preconfigured regroup request to MC service client 2. 
NOTE 2:	Only group members that are affiliated to the MC service groups that are to be regrouped are sent a preconfigured regroup request.
7.	MC service client 2 notifies the user of the regrouping.
8.	MC service client 2 may send the preconfigured regroup response to the partner MC service server to acknowledge the regrouping action. This acknowledgement is not sent in response to a multicast transmission of the preconfigured regroup request.
9.	The partner MC service server affiliates the regrouped MC service client 2 to the regroup group.
10.	The partner MC service server sends a preconfigured regroup response to the primary MC service server.
11.	The primary MC service server sends the preconfigured regroup response to MC service client 1.
After the group regrouping procedure, the regrouping remains in effect until explicitly cancelled by the procedure in 10.15.3.3.3.
MC service client participation in the ongoing regroup persists until the MC service client is no longer affiliated to any of the regrouped groups (group 1 or 2 in this procedure).
MC service client affiliation to the regroup group may cease when the UE's MC service ceases, e.g. when the UE is powered down, or by performing a log-off operation.
Editor's note:	Data persistence in the MC service client following a user log-off or power down needs further study.
[bookmark: _Toc24660236][bookmark: _Toc155282495]10.15.3.3.2	Preconfigured User Regroup formation in multiple MC systems
Figure 10.15.3.3.2-1 illustrates the procedure to initiate a user regroup procedure using a preconfigured MC service group, where at least one of the MC service users to be regrouped is homed in a partner MC system. It is assumed that the group management server in the primary MC system of the MC service regroup group shares the necessary security related parameters together with the group configuration of the preconfigured MC service group with the group management server in the partner MC system and the group management server in the partner MC system distributes this configuration including those security parameters to its served MC service users according to the procedures in subclause 10.2.7.
The procedure takes place prior to the establishment of a group call to the MC service regroup group.
In this procedure, any gateway MC servers in the primary or partner MC systems are not shown.
Pre-conditions:
-	MC service client 1 is homed in the primary MC system and is receiving service in the primary MC system.
-	MC service client 2 is homed in the partner MC system and is receiving service in the partner MC service system of MC client 1.
-	The MC service group identity and group configuration for the preconfigured MC service group have been preconfigured in MC service client 2, and MC service client 2 has received the relevant security related information to allow communication in the MC service regroup group.
-	MC service client 1 is authorized to initiate a preconfigured user regroup procedure.
-	MC service client 1 is aware of a suitable preconfigured group whose configuration has been preconfigured in the MC service UEs of the MC service users who will be regrouped.



Figure 10.15.3.3.2-1: User regroup procedure using preconfigured group in multiple MC systems
1.	The authorized user of MC service client 1 initiates the user regroup procedure, specifying the list of MC service users to be regrouped including MC service client 2, the MC service group ID of the regroup group, and the MC service group ID of the group from which configuration information for the regroup group is to be taken.
2.	MC service client 1 sends the preconfigured regroup request to the primary MC service server. The request indicates the list of users to be included in the regroup operation.
3.	The primary MC service server checks that MC service client 1 is authorized to initiate a preconfigured user regroup procedure.
NOTE 1:	MC service clients can be involved in multiple user and group regroups simultaneously.
4.	The primary MC service server sends the preconfigured regroup requests to the MC service server in the partner MC system.
5.	The partner MC service server checks that the primary MC service server is authorized to include MC service users homed in the partner system.
6.	The partner MC service server sends the preconfigured regroup request to MC service client 2. 
7.	MC service client 2 notifies the user of the regrouping.
8.	MC service client 2 may send the preconfigured regroup response to the partner MC service server to acknowledge the regrouping action. This acknowledgement is not sent in response to a multicast transmission of the preconfigured regroup request.
9.	The partner MC service server affiliates the regrouped MC service client 2 to the regroup group.
10.	The partner MC service server sends a preconfigured regroup response to the primary MC service server.
11.	The primary MC service server sends the preconfigured regroup response to MC service client 1.
NOTE 2:	After the user regrouping procedure, the regrouping remains in effect until explicitly cancelled by the procedure in 10.15.3.3.3. 
[bookmark: _Toc24660237][bookmark: _Toc155282496]10.15.3.3.3	Preconfigured regroup cancellation in multiple MC systems
Figure 10.15.3.3.3-1 illustrates the procedure to cancel a group or user regroup that uses a preconfigured MC service group where multiple MC systems were involved in the regrouping.
Pre-conditions:
-	MC service client 2 has been regrouped into the MC service regroup group, and is receiving service in the partner MC system of the regroup group.
-	MC service client 1 is authorized to cancel a regrouping that uses a preconfigured MC service group, and is receiving service in the primary MC system of the regroup group.
-	The GMS has subscribed to group dynamic data from the MC service server within the same MC system using the procedures defined in subclause 10.1.5.6.


Figure 10.15.3.3.3-1: Cancel preconfigured regroup procedure in multiple MC systems
1.	The authorized user of MC service client 1 initiates the cancellation of the regrouping that uses a preconfigured MC service group.
2.	MC service client 1 sends the preconfigured regroup cancel request to the MC service server, specifying the MC service group ID of the regroup group.
3.	The MC service server checks that MC service client 1 is authorized to cancel a regrouping that uses a preconfigured group regroup procedure.
4.	The primary MC service server sends the regroup cancel request to the partner MC service server.
5.	The partner MC service server sends the preconfigured regroup cancel requests to MC service client 2.
6.	MC service client 2 notifies the user of the cancellation of the group regrouping.
7.	MC service client 2 may send the preconfigured regroup cancel response to the partner MC service server to acknowledge the cancellation of the regrouping function. This acknowledgement is not sent in response to a multicast transmission of the preconfigured regroup cancel request.
8.	The partner MC service server deaffiliates MC service client 2 from the MC service regroup group.
9.	The partner MC service server sends the preconfigured regroup cancel response to the primary MC service server.
10.	The primary MC service server sends a preconfigured regroup cancel response to MC service client 1.
[bookmark: _Toc24660238][bookmark: _Toc155282497]10.15.3.3.4	Preconfigured group regroup rejection in multiple MC systems 
Figure 10.15.3.3.4-1 illustrates the case where the procedure to initiate a group regroup with multiple MC systems using a preconfigured MC service group described in subclauses 10.15.3.3.1 commences, but where the request for the regroup is rejected by the partner MC service server. The rejection can occur, for example because one of the groups hosted by the partner MC service server is already regrouped by other group regrouping procedures.
In this procedure, any gateway MC servers in the primary or partner MC systems are not shown.
Pre-conditions:
-	MC service client 1 is authorized to initiated a preconfigured regroup procedure, and is receiving MC service in the primary MC system of MC service client 1.
-	In order to be aware whether the group is regrouped, the MC service server within the same MC system is subscribed to the group configuration in the GMS. 


Figure 10.15.3.3.4-1: Regroup rejection using preconfigured group in multiple MC systems
1.	The authorized user of MC service client 1 initiates the group regroup procedure, specifying the list of MC service groups to be regrouped including MC service group 1, the MC service group ID of the regroup group and the MC service group ID of the group from which configuration information for the regroup group is to be taken.
2.	MC service client 1 sends the preconfigured regroup request to the MC service server.
3.	The MC service server checks that MC service client 1 is authorized to initiate a preconfigured group regroup procedure, and resolves the group identities of the MC service groups requested in step 1. The MC service server also checks which group members are affiliated to the requested MC service groups that are homed in the primary MC system. The MC service server identifies any partner systems which are the group home systems for MC service groups identified in the list of groups to be regrouped. The MC service server may retrieve the configuration for the regroup group from the GMS if that configuration information is not already known to the MC service server. The MC service server also checks that none of the MC service groups that are homed in the primary MC system and that are requested for regrouping are already regrouped by any mechanism.
NOTE 1:	This procedure does not require that that the authorized user of MC service client 1 is a group member of the MC service groups listed in the regroup request, or that the authorized user of MC service client 1 is an affiliated group member of any of the listed MC service groups.
4.	The MC service server sends the preconfigured regroup requests to the MC service server in the partner MC system.
5.	The partner MC service server checks the status of any MC service groups hosted by that partner MC service server, and determines that one or more requested MC service groups has already been regrouped by another group regrouping procedure.
6.	The partner MC service server sends a preconfigured regroup reject to the primary MC service server, indicating the reason for rejection.
7.	The primary MC service server sends a preconfigured regroup reject to MC service client 1, indicating the reason for rejection.
[bookmark: _Toc24660239][bookmark: _Toc155282498]10.15.3.4	Other preconfigured regroup procedures
[bookmark: _Toc24660240][bookmark: _Toc155282499]10.15.3.4.1	Adding newly affiliated user to preconfigured group regroup 
Figure 10.15.3.4.1-1 illustrates the procedure to add a newly affiliated user to an in-progress preconfigured MC service group regroup operation. 
Pre-conditions:
-	The MC service client is a member of a MC service group that is part of an in-progress preconfigured group regroup operation.
-	The MC service group identity and group configuration for the preconfigured MC service group has been preconfigured in the MC service client, and the MC service client has received the relevant security related information to allow it to communicate in the MC service regroup group.



Figure 10.15.3.4.1-1: Procedure to add a newly affiliated user to a preconfigured group regroup
1.	The MC service client affiliates to an MC service group that is currently part of an in-progress preconfigured group regroup. The affiliation follows the procedure in section 10.8.3.1 of this specification. 
2.	The MC service server retrieves the MC service group ID of the regroup group and the MC service group ID of the group from which configuration information for the regroup group is to be taken.
3.	The MC service server sends the preconfigured regroup request to the MC service client.
4.	The MC service client notifies the user of the regrouping.
5.	The MC service client may send the preconfigured regroup response to the MC service server to acknowledge the regrouping action. These acknowledgements are not sent in response to a multicast transmission of the preconfigured regroup request.
6.	The MC service server affiliates the regrouped MC service client to the regroup group.
Editor's note: It is FFS whether this procedure can be generalized to apply to both preconfigured and GMS-based group regrouping.
Editor's note: Affiliations of the MC service client to the regroup group in the MC service server and coordination to the MC System is FFS.
[bookmark: _Toc122612587][bookmark: _Toc78291403][bookmark: _Toc96579740][bookmark: _Toc155282500]10.15.3.4.2	Updating the MC service ID list in a preconfigured regroup group based on user regroup
Figure 10.15.3.4.2-1 illustrates the procedure to add or remove an MC service user based on the MC service user criteria known at the MC service server.
NOTE 1:	This procedure applies to MC service users that have been added and are to be added to the preconfigured regroup group based on MC service user criteria known at the MC service server. If only the criteria are to be applied, then only the criteria are included in the request and the group and user lists are not included 
Preconditions:
-	A preconfigured regroup group has been established.
-	The MC service server has selected MC service user 2 to participate in the preconfigured regroup group based on MC service user criteria known at the MC service server.
NOTE 2:	Other participants of the preconfigured regroup group are not shown in figure 10.15.3.4.x-1 for simplicity. 



Figure 10.15.3.4.2-1: Procedure to update the MC service ID list 
1.	The MC service server detects that MC service client 2, which has been earlier included in the preconfigured regroup group, no longer meets the MC service user criteria known at the MC service server. 
2.	The MC service sends MC service client 2 a preconfigured user regroup remove request. 
3.	The MC service client 2 notifies the MC service user of the preconfigured user regroup removal. 
4.	The MC service client 2 may send the MC service server a preconfigured user regroup remove response to acknowledge the preconfigured user regroup removal. 
5.	The MC service server updates the preconfigured regroup group (including the MC service user ID list) and potential group communication. 
6.	The MC service server detects that the MC service client 3 meets the MC service user criteria. 
7.	The MC service server sends the MC service client 3 a preconfigured regroup request. 
8.	The MC service client 3 notifies the MC service user of the preconfigured regroup request. 
9.	The MC service client 3 may send the MC service server a preconfigured regroup response. 
10.	The MC service server updates the preconfigured regroup group (including the MC service user ID list), and potential group communication. 
[bookmark: _Toc155282501]10.16	Generic procedures for migration
[bookmark: _Toc155282502]10.16.1	General
Migration provides a means for an MC service user to obtain MC service directly from a partner MC system. This subclause describes generic procedures for migration which are variations of specific procedures detailed in 3GPP TS 23.379 [16], 3GPP TS 23.281 [12] and 3GPP TS 23.282 [13]. These procedures should be read in conjunction with specific procedures in those specifications.
[bookmark: _Toc155282503]10.16.2	Migration during an ongoing group communication
[bookmark: _Toc155282504]10.16.2.1	General
This provides the capability for an MC service user to migrate to another MC system during an ongoing group communication and to continue the group communication in the other MC system.
[bookmark: _Hlk100304036]Editor's note: Further study is needed for MCData services.
[bookmark: _Toc155282505]10.16.2.2	Procedure
The procedure is based on the following existing procedures:
-	MC service group de-affiliation procedure as described in clause 10.8.4.2, or
-	De-affiliation from MC service group(s) defined in partner MC service system as described in clause 10.8.4.3.
-	MC service user receiving MC service from a partner MC system as described in clause 10.1.4.3.2.
-	MC service group affiliation procedure as described in clause 10.8.3.1, or
-	Affiliation to MC service group(s) defined in partner MC system as described in clause 10.8.3.2 or clause 10.8.3.2a.
-	Late entry MCPTT group call as described in 3GPP TS 23.379 [16] clause 10.6.2.3.1.1.4 (pre-arranged group call) and 3GPP TS 23.379 [16] clause 10.6.2.3.1.2.5 (chat group call).
-	Late entry MCVideo group call as described in 3GPP TS 23.281 [12] clause 7.1.2.3.1.1.4 (pre-arranged) and 3GPP TS 23.281 [12] clause 7.1.2.3.1.2.6 (chat group call).
Pre-conditions:
1.	The MC service client is a receiving party in one or more ongoing group calls in the primary MC system.
2.	The MC service UE detects the need to change the MC system.


Figure 10.16.2.2-1: Migration to partner MC system during an ongoing group call
1.	The MC service client requests de-affiliation from MC service groups. The MC service groups are either defined in the primary MC system (see clause 10.8.4.2) or the partner MC system (see clause 10.8.4.3).
2.	After migration to the partner MC system, the configuration management client triggers retrieval of the MC service user profile used within the partner MC system (see clause 10.1.4.3.2).
NOTE 1:	User authentication, service authorisation and signalling plane procedures are not shown.
3.	The MC service client requests affiliation to MC service groups. The MCPTT groups are either defined in the primary MC system (see clause 10.8.3.1) or the partner MC system (see clause 10.8.3.2 or clause 10.8.3.2a).
4.	If any of the received group calls are ongoing in the partner MC system, the partner MC system shall initiate a late-entry procedure towards the MC service client. If any of the received group calls are taken place in the primary MC system but not yet in the partner MC system, the affiliation by the migrated MC service UE triggers the late-entry procedure which then includes the MC service UE and the partner MC system into the group call.
The MC service client may indicate the successful migration of group communications to the MC service user.
[bookmark: _Toc81817677][bookmark: _Toc96579769][bookmark: _Toc81817683][bookmark: _Toc96579777][bookmark: _Toc155282506]10.16.2.3	Void
[bookmark: _Toc155282507]10.16.2.3.1	Void
[bookmark: _1713079708][bookmark: _Toc155282508]10.16.3	Private call using functional alias towards a partner MC system
[bookmark: _Toc155282509]10.16.3.1	General
This provides the possibility for an MC service user to initiate a private MC service call using a functional alias, defined in the partner MC system, as target address towards an MC service user in a partner MC system.
[bookmark: _Toc155282510]10.16.3.2	Information flows
[bookmark: _Toc155282511]10.16.3.2.1	MC service functional alias resolution request
Table 10.16.3.2.1-1 describes the information flow MC service functional alias resolution request from the MC service server to the MC service functional alias controlling server and from the MC service functional alias controlling server to another MC service functional alias controlling server.
Table 10.16.3.2.1-1: MC service functional alias resolution request information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the calling party

	Functional alias
	O
	The functional alias of the calling party

	Functional alias 
	M
	The functional alias of the called party



[bookmark: _Toc155282512]10.16.3.2.2	MC service functional alias resolution response
Table 10.16.3.2.2-1 describes the information flow MC service functional alias resolution response from the MC service functional alias controlling server to another MC service functional alias controlling server, the MC service functional alias controlling server to the MC service server and the MC service server to the MC service client.
Table 10.16.3.2.2-1: MC service functional alias resolution response information elements
	Information Element
	Status
	Description

	MC service ID
	M
	The MC service ID of the calling party

	MC service ID
	M
	The corresponding MC service ID of the called functional alias. Return "NONE" if no one activates the targeted Functional Alias.



[bookmark: _Toc155282513]10.16.3.3	Procedure
Figure 10.16.3.3-1 represents a generic MC service private call setup procedure to allow using the functional alias as called party address, i.e., the MC service ID address is resolved by the partner MC system through the primary MC service server and primary MC service functional alias controlling server.
Additional new pre-condition:
[bookmark: _Hlk100232577]1.	A secured connection has been established between the MC service functional alias controlling servers in different MC systems.


Figure 10.16.3.3-1: Private call setup in automatic commencement mode, users in multiple MC systems
1-2.	Same as in 3GPP TS 23.379 [16] clause 10.7.2.2.3.1, 3GPP TS 23.281 [12] clause 7.2.2.3.1 or corresponding procedures in 3GPP TS 23.282 [13], but MC service private call request contains a functional alias of invited user.
3.	If the MC service private call request contains a functional alias instead of an MC service ID as called party, the MC service server checks whether MC service client 1 can use the functional alias to setup a private call. If authorized, the MC service server 1 resolves the functional alias to the corresponding MC service ID for which the functional alias is active by using subsequent steps 4-7.
4.	The MC service server 1 sends an MC service functional alias resolution request message to the MC service functional alias controlling server 1 to resolve the functional alias of the called party.
5.	The MC service functional alias controlling server 1 determines that the functional alias belongs to the partner MC system and forwards the MC service functional alias resolution request message to MC service functional alias controlling server 2.
6.	The MC service functional alias controlling server 2 resolves the functional alias and determines the corresponding MC service ID to terminate the call and returns it to the MC service functional alias controlling server 1 in the MC service functional alias resolution response message.
NOTE:	Depending on implementation the MC service server can apply additional call restrictions and decide whether the call is allowed to proceed with the resolved MC service ID(s) (e.g., whether the MC service ID is within the allowed area of the functional alias). If the MC service server detects that the functional alias used as the target of the private call request is simultaneously active for multiple MC service users, then the MC service server can proceed by selecting an appropriate MC service ID based on some selection criteria. The selection of an appropriate MC service ID is left to implementation. This selection criteria can include rejection of the call, if no suitable MC service ID is selected.
7.	The MC service functional alias controlling server 1 returns the corresponding MC service ID to MC service server 1 in the MC service functional alias resolution response message. The MC service server 1 checks if MC service user at MC service client 1 is authorized to initiate the private call to the MC service user at MC service client 2. If not authorized stop the procedure, otherwise continue with step 8.
8.	The MC service server 1 responds with a MC service functional alias resolution response message that contains the resolved MC service ID back to MC service client 1.
9.	The MC service client 1 sends a new MC service private call request towards the resolved MC service ID according 3GPP TS 23.379 [16] clause 10.7.2.2.3.1, 3GPP TS 23.281 [12] clause 7.2.2.3.1 or corresponding procedures in 3GPP TS 23.282 [13].
10-14.	Same as in 3GPP TS 23.379 [16] clause 10.7.2.2.3.1, 3GPP TS 23.281 [12] clause 7.2.2.3.1 or 3GPP TS 23.282 [13] clause 7.14.2.2.
15.	The receiving MC service client 2 accepts the private call automatically, and an acknowledgement is sent to the MC service server 2.
16.	The MC service server 2 forwards the MC service private call response message to MC service server 1.
17-18.	Same as in 3GPP TS 23.379 [16] clause 10.7.2.2.3.1, 3GPP TS 23.281 [12] clause 7.2.2.3.1 or corresponding procedures in 3GPP TS 23.282 [13].
[bookmark: _Toc155282514]10.16.4	Migration during an onging private communication
[bookmark: _Toc155282515]10.16.4.1	General
This subclause provides a generic guidance on the behaviour an MC service client follows to perform migration during an ongoing private communication, e.g., MCPTT private call. Once the MC service client detects the need to migrate during an ongoing private communication, it may initiate preparations and UE configuration which facilitate migration as mentioned in clause 10.1.1.2. The described procedure is applicable to the scenarios whether an MC service client is migrating into its primary MC system or a partner MC system.
[bookmark: _Toc155282516]10.16.4.2	Procedure
Figure 10.16.4.2-1 represents a generic procedure to be followed when migration is needed to be done during an ongoing private communication, such as MCPTT private call, or MCVideo private call. 


Figure 10.16.4.2-1: Migration during ongoing private communication.
1.	A private call takes place between MC service client 1 and MC service client 2, where the former is connected to MC system A and the latter to MC system B.
2.	The MC service client 1 detects the need to migration into MC system C and MC service server 1 is notified to be prepared for possible service interruption. Furthermore, upon detection, MC service client 1 performs initial steps to be considered prior migration, e.g., UE configuration, authorization, and selection of user profile that permits migration, as described in clause 10.1.1.2
3.	MC service client 1 releases the private communication towards the MC service client 2 as described in clause 10.7.2.2.3.1 of 3GPP TS 23.379 [16] for MCPTT private call, or in clause 7.2.2.3.3.1 of 3GPP TS 23.281 [12] for MCVideo private call. A call release reason IE "release due to migration" may be included so that MC service client 2 is informed.
4.	Migration takes place and MC system C retrieves MC service client 1 profile:
4a. if MC system C is the primary MC system, retrieval of MC service client 1 profile takes place according to clause 10.1.4.3.1. 
4b. if MC system C is a partner MC system, retrieval of MC service client 1 profile takes place according to clause 10.1.4.3.2.
5.	Registration procedure takes place:
5a. If system C is the primary MC system, the procedure takes place according to clause 10.6.1.
5b. If system C is a partner MC system, the procedure takes place according to clause 10.1.6.2.
6. 	MC service client 1 initiates a new private communication toward MC service client 2 as described in clause 10.7.2.2.1 of 3GPP TS 23.379 [16] for MCPTT private call, or in clause 7.2.2.3.1 of 3GPP TS 23.281 [12] for MCVideo private call.
[bookmark: _Toc155282517]10.16.5	Generic private call procedure towards a migrated MC service user
[bookmark: _Toc155282518]10.16.5.1	General
This subclause describes a generic private communication procedure towards a migrated MC service user at a partner MC system. This generic private communication can be an MCPTT private call, an MCVideo private call, or a one-to-one MCData communication. For the generic private call, this procedure is used in conjunction with the corresponding MCPTT, MCVideo and MCData procedures described in 3GPP TS 23.379 [16], 3GPP TS 23.281 [12], or 3GPP TS 23.282 [13], respectively.
Once an MC service user is migrated, he or she will be assigned a new MC service ID by the migrated MC system and this MC service ID will be used for all his/her communications. When another MC service user communicates with the migrated MC service user using the newly assigned MC service ID, the private call request described in clause 10.7.2.1.1 in 3GPP TS 23.379 [16], in clause 7.2.2.2.1 in 3GPP TS.23.281 [12], or the corresponding procedures in 3GPP TS 23.282 [13] applies. 
For callers that are not aware of the migrated MC service user`s new MC service ID, the migrated MC service user is also reachable by his/her MC service ID assigned by the primary MC system via redirection done by the primary MC system`s MC service server described in this procedure. 
[bookmark: _Toc155282519]10.16.5.2	Private call redirection 
Table 10.16.5.2-1 describes the information flow of a private call redirection, which is sent from the MC service server to an MC service client initiating a private call towards a migrated MC service user.
Table 10.16.5.2-1: Private call redirection 
	Information element
	Status
	Description

	MC service ID
	M
	The MC service ID of the MC service user initiating a private call, i.e., calling party. The MC service ID can either be MCPTT ID, MCVideo ID, or MCData ID. 

	MC service ID
	M 
	The MC service ID of the target MC service user (i.e., called party), which the MC service user has obtained from its primary MC system before migration. The MC service ID can either be MCPTT ID, MCVideo ID, or MCData ID. 

	MC service ID
	M
	The MC service ID of the target MC service user, which the MC service user has obtained from its migrated MC system after Migration. The MC service ID can either be MCPTT ID, MCVideo ID, or MCData ID.

	KMS URI (NOTE)
	O
	The KMS URI associated with the MC service ID of the migrated MC service user. 

	Redirection reason
	O
	The MC service server informs the calling party that the target MC service user has migrated. 

	NOTE:	If the KMS URI is not configured in the MC service user profile and is not included in the private call redirection messange, then the MC service client shall obtain KMS URI using the KMS lookup procedure defined in 3GPP TS 33.180 [19].



[bookmark: _Toc155282520]10.16.5.3	Procedure
Figure 10.16.5.4-1 presents a generic private communication procedure from MC service user 1 towards a migrated MC service user 2 where the MC system A is the primary MC system of MC service user 2 before migration, and the MC system B is the MC system that the MC service user 2 has migrated
Pre-conditions: 
-	MC system A and MC system B are interconnected. 
-	MC system A is the primary MC system of MC service user 2 before migration. MC system B is the MC system that MC service user 2 has migrated.
-	The MC service server A is aware that MC service user 2 has migrated and is informed of its MC service ID provided by MC system B, as described in clause 10.6.3.3.


[bookmark: _Hlk114574413]Figure 10.16.5.3-1: MC private call towards a migrated MC service user. 
1.	The MC service client 1 initiates a private call request towards MC service user 2 (MC service client 2) who has migrated to MC system B. The private call request includes among others the MC service ID of MC service user 2, which is provided by its primary MC system, as the target, i.e., called party. The private call request is described in clause 10.7.2.1.1 in 3GPP TS 23.379 [16], in clause 7.2.2.2.1 in 3GPP TS 23.281 [12], or the corresponding procedures in 3GPP TS 23.282 [13]. 
If the private call request contains a functional alias instead of an MC service ID as the target party, the MC service server A checks whether the MC service user 1 at the MC service client 1 is allowed to use functional alias during private call setup.
2.	MC service server A checks that MC service user 2 has migrated to MC system B with a new MC service ID assigned by MC system B. 
If the private call request contains a functional alias, and if the MC service user 1 at the MC service client 1 is authorized, the MC service server A resolves the functional alias to a corresponding MC service ID of the MC service user which has activated the functional alias. If the MC service server A determines that the corresponding MC service user of the resolved MC service ID is migrated, i.e., MC service user 2 at MC service client 2 is migrated, it checks whether the resolved MC service ID of the MC service user 2 is allowed to receive a private call from the MC service ID of the MC service user 1 using functional alias based on entries in the user profile of the MC service user 2 assigned by the primary system.
3.	The MC service server A sends a private call redirection towards the MC service client 1, to inform MC service user 1 that the target MC service user, i.e., MC service user 2 has migrated and its new MC service ID of MC service user 2 assigned by the migrated MC system. The MC service client 1 releases the private call request at step 1.
4.	The MC service client 1 initiates a private call towards MC service user 2, including the MC service ID of MC service user 2 obtained from MC system. The initiated private call can either be an MCPTT private call, an MCVideo private call, or a corresponding one-to-one MCData communication, and shall perform the procedures as described in 3GPP TS 23.379 [16], 3GPP TS 23.281 [12], or 3GPP TS 23.282 [13], respectively. 
NOTE:	If end-to-end encryption is required, the migrated MC service user 2 is assumed to have the necessary security information needed to establish a protected call, as defined in 3GPP TS 33.180 [25]. 
[bookmark: _Toc155282521]11	MC gateway UE 
[bookmark: _Toc155282522]11.1	General
[bookmark: _Hlk46387826]An MC gateway UE enables MC service access for a MC service user residing on non-3GPP capable devices and for devices which are unable to host MC service clients. In order to be able to participate in a MC service, the MC gateway UE provides the following necessary functions to enable the MC service access for such MC clients:
-	MC gateway client to MC gateway UE association: Authorised binding and use of non-3GPP based access with an MC service client. It indicate the associated MC gateway clients when the MC gateway UE cannot serve the connected MC service clients (any longer).
-	3GPP transport resources: Sharing of MC gateway UE 3GPP transport resources among the associated MC service clients.
-	MC client identification: Independent MC service client identification, MC service client authorisation and MC service profile association.
-	Location Management: Providing location management support for the associated MC clients to handle the location information and triggers related to 3GPP access network.
-	MC client communication integrity: Ensure that signalling, media content and traffic attributes, e.g. priority and QoS, of communications between the MC system and MC service client remains unaltered.
The following functions are provided by the MC gateway client:
-	MC gateway UE association: Allowing an MC gateway client to simultaneously bind to multiple MC gateway UEs.
NOTE 1:	An MC gateway client and its associated MC clients can only have one active binding per MC service with the associated MC gateway UE.
-	MC service selection: Choose between multiple MC gateway UEs for the required MC service capability.
-	MC service continuation: Enables reselection of the MC gateway UE association while MC service continues.
[bookmark: _Toc91863333]NOTE 2:	Further information about MC gateway UE selection are summarized in Annex D.
[bookmark: _Toc155282523]11.2	Functional Model
[bookmark: _Toc4538761][bookmark: _Toc81988254][bookmark: _Toc155282524]11.2.0	General
The MC gateway UE offers access to the MC server for several MC clients as shown in Figure 11.2.0-1. The MC clients can be either located in the MC gateway UE or in non-3GPP devices connected to the MC gateway UE via non-3GPP access.
For non-3GPP devices which can host an MC client, the MC gateway UE enables connectivity to the MC server. For non-3GPP devices which cannot host the MC client, the MC gateway UE hosts the instantiation of the MC client for the non-3GPP device.


Figure 11.2.0-1: Functional architecture
The MC gateway UE provides MC service capabilities and 3GPP access capabilities using 3GPP network credentials for authorized access with an MC server.
For non-3GPP devices which cannot host MC clients, the MC gateway UE shall control the access and manage the communication between the non-3GPP devices and the MC server. Upon reception of connection authorization request from a non-3GPP device, the MC gateway UE instantiates an MC client, acting on behalf of the non-3GPP device, to provide the requested services (e.g. emergency call, group calls, short data messages services, etc.). The communication interworking and the definition of associated procedures between the MC client (initiated at the MC gateway UE) and the non-3GPP devices is out of scope of this document.
NOTE 1:	MC clients residing on a non-3GPP device cannot use UICC credentials to perform authorisation with the 3GPP transport system.
For MC clients getting MC service access via the MC gateway UE, the MC gateway UE forwards (unmodified) signalling and media from the individual MC clients to the MC server and vice versa.
If the MC service user on the non-3GPP device utilizes multiple MC services simultaneously, the MC service access may also be provided by one or multiple MC gateway UEs as shown in figure 11.2.0-2 while restricting each MC service to one MC gateway UE (e.g. MCPTT via MC gateway UE1, MCData via MC gateway UE2).
[image: ]
Figure 11.2.0-2: Simultaneous multiple MC gateway UE use by a single non-3GPP device
NOTE 2:	Even not shown in the above figure, the same principle of simultaneous use of multiple MC gateway UEs is applied for non-3GPP devices which cannot host an MC client.
[bookmark: _Hlk54945204][bookmark: _Toc81988257][bookmark: _Toc155282525]11.2.1	Functional model
For the application-level signalling necessary for the association between the MC client on the non-3GPP device and the MC gateway UE reference point Gateway-local (GW-local) is used. The MC gateway UE uses the Gateway-Core (GW-Core) reference point towards the MC service server to announce the association between MC gateway client and MC gateway UE server. Once the use of the MC gateway UE has been authenticated and authorized by the corresponding MC service server, the MC service user is authorized MC gateway user.
The MC gateway UE sever enables the following functions:
-	Authentication of the MC gateway clients including the MC gateway UE function of the corresponding MC service server
-	The following functions are available when the connection authorization of the MC gateway client is successful:
-	Relay of signalling between MC client and MC service server/CSC server 
-	Relay of signaling between the signaling user agent residing on the non-3GPP device and the SIP core
-	Relay of signaling between the HTTP client residing on the non-3GPP device and the HTTP proxy
-	Media plane forwarding between the MC service server and the MC clients
The MC gateway UE function as part of the corresponding MC service server enables the use of an MC gateway UE with a corresponding MC gateway UE function that authorizes the association between the MC gateway client/MC client and the corresponding MC gateway UE to enable forwarding of the media plane to MC clients via the MC gateway UE.


Figure 11.2.1-1: Functional model of MC gateway UE signalling plane
11.2.2	Reference points
[bookmark: _Toc81988258][bookmark: _Toc155282526]11.2.2.1	General
The reference points for the use of the MC gateway UE are described in the following subclauses.
[bookmark: _Toc155282527]11.2.2.2	Reference point GW-local (between the MC gateway client and the MC gateway UE server)
The GW-local reference point between the MC gateway client and the MC gateway UE server in the MC gateway UE is used:
-	To authorize the use of the MC gateway UE,
-	To manage (request/release) forwarding of the signalling, media from the MC gateway UE to the MC gateway client and its associated MC clients for unicast, multicast/broadcast communication using corresponding identifiers, e.g., TMGI,
-	To disconnect from the use of the MC gateway UE.
-	To notify about the connection status.
[bookmark: _Hlk98160179]The GW-local reference point is based on HTTP-1 reference point.
[bookmark: _Toc155282528]11.2.2.3	Reference point GW-Core (between the MC gateway UE server and the MC service server)
The GW-Core reference point between the MC gateway UE server in the MC gateway UE and the MC service server shall be used:
-	To authorise the use of the MC gateway UE by the corresponding MC service server.
-	To manage (request/release) transport resources between the MC gateway UE and the MC service server signalling purposes are associated with the MC clients residing on a non-3GPP device,
-	To disconnect from the use of the MC gateway UE.
NOTE 1:	Signalling of the MC clients utilizes the allocated resources (default bearer for EPS or corresponding QoS flow in 5GS) and if necessary, MC gateway UE may request additional resources.
NOTE 2:	The authorized use of necessary connectivity between the non-3GPP device and the MC gateway UE is outside 3GPP specification.
The GW-Core reference point is based on HTTP-1 reference point as shown in figure 7.3.1-2.
[bookmark: _Toc155282529]11.2.2.4	Reference points CSC-n, SIP-1 and HTTP-1
The reference points CSC-n belonging to the application plane and the reference points SIP-1 and HTTP-1 belonging to the signaling control plane are relayed by the MC gateway UE between MC client on the non-3GPP device towards the MC gateway UE and the corresponding MC service server.
CSC-n, SIP-1 and HTTP-1 reference points are specified in the present specification. The MCX-n reference points are specified in 3GPP TS 23.379 [16], 3GPP TS 23.281 [12] and 3GPP TS 23.282 [13].
11.2.3	Media plane aspects
The MC gateway UE forms the relay unit for the media plane between MC server and MC client using 3GPP transport resources on one hand and non-3GPP transport resources on the other hand. The media forwarding function relays the media traffic for unicast and multicast/broadcast between the 3GPP connectivity and non-3GPP connectivity following the media forwarding request controlled by the MC gateway UE server. For the use of unicast media and multicast/broadcast media the corresponding reference points of the respective MC service applies. The corresponding media parameter applies between the respective service dependent media function and service dependent media distribution function.


Figure 11.2.3-1: Function Model of MC gateway UE media plane
[bookmark: _Toc155282530]11.3	Using identities behind the MC gateway UE
[bookmark: _Toc155282531]11.3.1	General
The MC gateway UE enables access to the MC system for MC clients either hosted on the MC gateway UE or hosted on non-3GPP devices using non-3GPP connectivity with the MC gateway UE. Simultaneous sharing of an MC gateway UE by multiple MC clients requires a unique relationship between the MC service identities used by the MC service with corresponding media streams passing the MC gateway UE towards the MC system sharing 3GPP connectivity of the MC gateway UE.
An MC service user behind the MC gateway UE has no 3GPP transport access credentials (i.e., no UICC), whereas the MC system relies on private user identity associated with public user identities (i.e., IMPU/IMPI) needed for authentication purposes. Moreover, the one-to-one correspondence between MC service ID and IMPUs enables routing of signalling traffic between the MC service server and the MC service client.
The use of the various mission critical user identities is determined by clause 8 of the present document.
[bookmark: _Toc155282532]11.3.2	When using separate IMS subscriptions
If the MC clients are hosted by non-3GPP devices or the MC clients are hosted by the MC gateway UE, an MC service user corresponding to an MC client uses a dedicated IMS/SIP subscription without any relation to the MC gateway UE subscription.
Figure 11.3.2-1 depicts the use of the IMS Credential (IMC) application in accordance with 3GPP TS 23.228 [9].


Figure 11.3.2-1: IMC per MC service client
The MC service user profiles are independent of the MC gateway MC service user profile.
[bookmark: _Hlk95988447][bookmark: _Toc155282533]11.3.3	When sharing MC gateway UE's IMS subscription
For the case of non-3GPP devices which are unable to host an MC client, the MC gateway UE forwards the media from/ to the non-3GPP devices behind the MC gateway UE. As there are no MC clients hosted by the non-3GPP devices, they rely on credentials at the MC gateway UE to access MC services.
The MC clients, instantiated at the MC gateway UE on behalf of the non-3GPP devices which cannot host an MC client, rely on MC service IDs provided by the MC gateway UE. In this case, the MC clients instantiated at the MC gateway UE share the credentials from the IMS subscription of the MC gateway UE, as shown in Figure 11.3.3-1. The number of MC service clients at the MC gateway UE, which are instantiated on behalf on the non-3GPP devices which cannot host an MC client, is determined by the number of subscribed MC service IDs that are associated with the IMS subscription of the MC gateway UE.


Figure 11.3.3-1: Sharing MC gateway UE's IMC for non-3GPP devices which cannot host a client
[bookmark: _Toc155282534]11.4	MC gateway UE routing capabilities
[bookmark: _Toc155282535]11.4.1	General
The use of the MC gateway UE requires the support of an IP network behind the MC gateway UE, that a range of IP addresses are reachable over a single MC gateway UE. That enables the forwarding of signalling information and media plane between non-3GPP devices and MC server by the MC gateway UE.
[bookmark: _Toc81988304][bookmark: _Toc155282536]11.4.2	MC client IP address association
The use of a unique IP address by the MC clients shall be ensured for the period of association of the MC clients via the MC gateway UE with the IMS/SIP core and the MC server. Each MC gateway UE requires a unique IP address range for their MC client association which is known by the MC service environment and a correlation between the MC client's IP address and the MC gateway UE's IP address exists.


Figure 11.4.2-1: MC client IP address relationship
Framed routing in accordance with IETF RFC 2865 [32], IETF RFC 3162 [33], 3GPP TS 23.501 [34] shall be used to enable the support of an IP network behind the MC gateway UE, such that a range of IP addresses is reachable over a single 3GPP transport session. It allows the routing of packets to IP addresses that do not belong to the PDN/PDU session of the MC gateway UE.
NOTE:	The MC gateway UE can provide necessary IP address allocation to MC clients, e.g., as a DHCP relay agent in accordance with IETF RFC 1541 [35] and IETF RFC 8415 [36], or as a requesting router in accordance with IETF RFC 8415 [36] and 3GPP TS 23.401 [17] when using IPv6 prefix delegation.
[bookmark: _Toc81988303]11.4.3	IP address association using the MC gateway UE
If the MC client relies on IP address provided by the MC gateway UE, the MC gateway UE shall store the correlation between the GW MC service ID and the IP address (MC gateway UE IP and the local IP) used by the MC client once it performs the connection authorisation to the MC service server (see clause 11.5.1 and clause 11.5.2). Subsequent procedures initiated by the MC client, i.e. SIP registration, user authentication and service authorisation uses the MC gateway UE's IP address. 
The MC gateway UE assigns the local IPs from address pool which it maintains to the individual MC clients. Managing the local IP addresses, re-using the local IP address, and how the traffic is routed between the MC clients and the network is left for implementation.


Figure 11.4.3-1: non-3GPP device uses MC gateway UE's IP address
[bookmark: _Toc155282537]11.5	Procedures and information flows
[bookmark: _Toc155282538]11.5.1	Connection authorisation mechanisms
[bookmark: _Toc155282539]11.5.1.1	General
[bookmark: _Hlk87944853][bookmark: _Toc81988269][bookmark: _Toc81988270]The connection of non-3GPP devices via an MC gateway UE require authorisation verification by the MC system. Two different types of non-3GPP devices are supported, those which can host MC service client and those which cannot host MC service clients.
Editor's Note:	The content of this clause is FFS based on possible feedback from 3GPP SA3.
[bookmark: _Toc155282540]11.5.1.2	Connection authorisation for non-3GPP devices that host an MC client
[bookmark: _Toc155282541]11.5.1.2.1	General
[bookmark: _Hlk56494846]The solution is applied to non-3GPP devices which can host an MC client. The MC server performs authorization for the use of the MC gateway UE by the MC gateway client, i.e. the binding between the MC gateway UE and the MC gateway client is authorized and controlled by the MC server. The MC gateway client informs MC clients about the connection status.
For the period of association between MC server, MC gateway client and MC gateway UE, the MC server maintains the assignment between MC clients to the MC gateway UE used. This assignment is cancelled again with the disconnection.
[bookmark: _Toc81988271][bookmark: _Toc155282542]11.5.1.2.2	Information flows
[bookmark: _Toc81988272][bookmark: _Toc155282543]11.5.1.2.2.1	Connection authorization request
Table 11.5.1.2.2.1-1 describes the information flow connection authorization request sent from the MC gateway client, which resides on a non-3GPP device, to the MC gateway UE, and from the MC gateway UE to the MC server.
Table 11.5.1.2.2.1-1: Connection authorization request
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.

	NOTE:	The GW MC service ID indicates for which MC service the connection is to be authorised.



NOTE:	The MC service ID used for MC service authorisation and the GW MC service ID used for connection authorization may have different values. Both identities are configured by the Mission Critical Organisation.
[bookmark: _Toc81988273][bookmark: _Toc155282544]11.5.1.2.2.2	Connection authorization response
Table 11.5.1.2.2.2-1 describes the information flow connection authorization response sent from the MC server to the MC gateway UE, and from the MC gateway UE to the MC gateway client residing on a non-3GPP device.
Table 11.5.1.2.2.2-1: Connection authorization response
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.

	Response
	M
	Result of the connection authorization request, service feasibility, and connection evaluation.



[bookmark: _Toc81988276][bookmark: _Toc155282545]11.5.1.2.3	Connection authorisation procedure
The procedure for connection authorisation via an MC gateway UE towards an MC server is shown in figure 11.5.1.2.3-1.
Pre-conditions
-	The MC service user wishes to have access to MC services using a non-3GPP device.
-	The MC gateway client has been configured with the necessary parameters needed for connectivity with the MC gateway UE.
-	The MC gateway client hosted at the non-3GPP device has been provided with an appropriate GW MC service ID.
-	The MC gateway UE has performed service authorization for one or more MC services with the MC system as described in 3GPP TS 23.379 [16], 3GPP TS 23.281 [12], and 3GPP TS 23.282 [13].
-	The MC gateway client has selected an MC gateway UE or alternatively, the MC gateway client has performed a selection by internal criteria.
NOTE:	The internal criteria are outside the scope of the present document.


Figure 11.5.1.2.3-1: Connection authorisation with an MC server via an MC gateway UE
1.	The MC gateway client requests connection authorization via the MC gateway UE with an MC server. The MC gateway client provides the GW MC service ID.
2.	The MC gateway UE checks whether the requested MC service, as indicated by the GW MC service ID, is supported. The MC gateway UE may also check whether sufficient resources are available or if any other local criteria are met. If the MC service is supported, the procedure continues with step 3, otherwise the procedure proceeds with step 7.
NOTE:	Further information to the MC gateway UE selection is in Annex D.
3.	The MC gateway UE sends the connection authorization request to the MC server.
4.	The MC server performs an authorization check, to verify that access via the MC gateway UE is permitted. An MC server shall reject the connection authorization when the MC server receives connection authorization from a MC gateway client for a particular MC service for which the connection already exists with the same or different MC gateway UE.
5.	The MC server sends the connection authorization response to the MC gateway UE.
6.	The MC gateway UE marks the MC gateway client as authorized to have MC service access via the MC gateway UE.
7.	The MC gateway UE sends the connection authorization response to the MC gateway client.
After successful connection with the MC gateway UE, the MC clients have access to the MC server and may continue with user authentication and service authorization.
If the MC service user wishes to have access to another MC service, the above procedure is repeated. The MC service user may select a different MC gateway UE for the new MC service, if multiple MC gateway UEs are available.
[bookmark: _Toc81988282][bookmark: _Toc155282546]11.5.1.3	Connection authorisation for non-3GPP devices that do not host an MC client
[bookmark: _Toc81988283][bookmark: _Toc155282547]11.5.1.3.1	General
The clause is applied to non-3GPP devices which cannot host an MC client. The MC server performs authorization for the use of the MC gateway UE by the MC gateway client, i.e. the binding between the MC gateway UE and the MC client is authorized and controlled by the MC server.
NOTE:	The interworking between the MC gateway client hosted at the MC gateway UE and an MC service user is out of scope of the present document, nevertheless, the connection authorisation performed by the MC gateway UE shall enable the non-3GPP devices to get the access to MC services requested by the service user.
[bookmark: _Toc81988284][bookmark: _Toc155282548]11.5.1.3.2	Information flows
[bookmark: _Toc81988285][bookmark: _Toc155282549]11.5.1.3.2.1	Connection authorization request
Table 11.5.1.3.2.1-1 describes the information flow connection authorization request sent from the MC service client, which resides on a MC gateway UE, to the MC server.
Table 11.5.1.3.2.1-1: Connection authorization request
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.

	NOTE:	The GW MC service ID indicates for which MC service the connection is to be authorised.



NOTE:	The MC service ID used for MC service authorisation and the GW MC service ID used for connection authorization may have different values. Both identities are configured by the Mission Critical Organisation.
[bookmark: _Toc81988286][bookmark: _Toc155282550]11.5.1.3.2.2	Connection authorization response
Table 11.5.1.3.2.2-1 describes the information flow connection authorization response sent from the MC server to the MC gateway client residing on the MC gateway UE.
Table 11.5.1.3.2.2-1: Connection authorization response
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.

	Result
	M
	Success or failure of the connection authorization request (authorization successful/failed; service not supported).



[bookmark: _Toc155282551]11.5.1.3.3	Connection authorisation procedure
The procedure for connection authorisation of an MC gateway client hosted by the MC gateway UE towards an MC server is shown in figure 11.5.1.3.3-1.
Pre-conditions
-	The MC service user wishes to have access to MC services using a non-3GPP device, where the MC gateway client and MC clients are hosted by the MC gateway UE.
-	The MC gateway client has selected an MC gateway UE or alternatively, the non-3GPP has performed a selection by internal criteria.
NOTE:	The internal criteria are outside the scope of the present document.
-	The MC gateway client, which is hosted by the MC gateway UE, has been configured with the necessary parameters needed for connectivity with the MC gateway UE.
-	The MC gateway UE has performed service authorization for one or more MC services with the MC system as described in 3GPP TS 23.379 [16], 3GPP TS 23.281 [12], and 3GPP TS 23.282 [13]].


Figure 11.5.1.3.3-1: Connection authorisation of an MC gateway client hosted by an MC gateway UE
1.	The MC gateway client, hosted by the MC gateway UE, requests connection authorization with an MC server by providing the GW MC service ID. The MC gateway UE sends the connection authorization request to the MC server.
2.	The MC server performs an authorization check, to verify that access using the MC gateway UE is permitted. An MC server shall reject the connection authorization when the MC server receives connection authorization from a MC gateway client for a particular MC service for which the connection already exists with the same or different MC gateway UE.
3.	The MC server sends the connection authorization response to the MC gateway client residing on the MC gateway UE.
The MC gateway client has now access to the MC server and may continue with user authentication and service authorization.
If the MC service user wishes to have access to another MC service, the above procedure is repeated. The MC service user may select a different MC gateway UE for the new MC service, if multiple MC gateway UEs are available.
[bookmark: _Toc155282552]11.5.2	3GPP access network related location information management
[bookmark: _Toc460615996][bookmark: _Toc460616857][bookmark: _Toc83154482][bookmark: _Toc155282553]11.5.2.1	General
The MC clients residing on the non-3GPP devices may receive the location reporting configuration from the location management server containing the trigger criteria related to 3GPP access network related location parameters and the requested location information may contain the 3GPP access network related location information. The procedures defined in this subclause enables the MC clients residing on the non-3GPP devices to request the MC gateway UE to handle these triggers on its behalf and to request the required location information (3GPP access network related) from MC gateway UE.
[bookmark: _Toc155282554]11.5.2.2	Information flows
[bookmark: _Toc424654531][bookmark: _Toc428365108][bookmark: _Toc433209794][bookmark: _Toc460616112][bookmark: _Toc460616973][bookmark: _Toc83154660][bookmark: _Toc155282555]11.5.2.2.1	MC GW location reporting configuration
Table 11.5.2.2.1-1 describes the information flow from the MC client, which resides on a non-3GPP device, to the MC gateway UE for the location reporting configuration.
Table 11.5.2.2.1-1: MC GW location reporting configuration
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user

	Requested location information
	O (see NOTE 1)
	Identifies what location information is requested

	Triggering criteria
	O (see NOTE 1)
	Identifies when the location management client will send the location report (see NOTE 2)

	Minimum time between consecutive reports
	O (see NOTE 1)
	Defaults to 0 if absent 

	NOTE 1:	If none of the information elements is present, this represents a cancellation for location reporting, if configured.
NOTE 2:	The triggering criteria contains only the events related to the 3GPP access network.



[bookmark: _Toc155282556]11.5.2.2.2	MC GW location information report
Table 11.5.2.2.2-1 describes the information flow from the MC gateway UE to the MC client residing on a non-3GPP device for the location information reporting.
Table 11.5.2.2.2-1: MC GW location information report
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user

	Triggering event
	O
	Identity of the event that triggered the sending of the report

	Location information
(see NOTE)
	O
	Location information of the MC gateway UE

	NOTE:	The following location information elements which are related to 3GPP access network shall be present (configurable): Serving and neighbouring ECGI, MBMS SAIs, MBMSfnArea, PLMN ID.



[bookmark: _Toc155282557]11.5.2.2.3	MC GW location information request
Table 11.5.2.2.3-1 describes the information flow from the MC client residing on a non-3GPP device to the MC gateway UE for requesting an immediate location information report.
Table 11.5.2.2.3-1: MC GW location information request
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user



[bookmark: _Toc155282558]11.5.2.3	Procedures
[bookmark: _Toc155282559]11.5.2.3.1	Event triggered location reporting procedure
The procedure for how the MC clients residing on non-3GPP devices handling the location reporting configuration containing the trigger criteria related to the 3GPP access network related location information is shown in the figure 11.5.2.3.1-1.
Pre-conditions
-	The MC service user wishes to have access to MC services by using a non-3GPP device.
-	The MC client successfully completed service authorization via MC gateway UE.


Figure 11.5.2.3.1-1: Event-triggered location reporting procedure
1.	MC client receives the location reporting configuration request from LMS which contains the triggering criteria of 3GPP access network related location information changes.
2.	MC client sends the MC GW location reporting configuration to the MC gateway UE containing the 3GPP access network related location information triggers and the requested location information. MC Gateway UE stores the location reporting configuration and starts monitoring for the triggers as received in the MC GW location reporting configuration.
3.	A location reporting event occurs, triggering step 4.
4.	MC gateway UE sends the MC GW Location information report containing the location information requested by the MC client.
5.	MC client updates the locally available location information with the location information received from the MC gateway UE.
6.	The MC client sends a location information report to the location management server, containing location information identified by the location management server and available to the MC client.
[bookmark: _Toc155282560]11.5.2.3.2	On-demand location reporting procedure
The MC client may need to immediately send the location report to the location management sometimes and the requested location information may be related to the 3GPP access network. Under these circumstances the MC client can request the MC gateway UE to report its location information as described in the figure 11.5.2.3.2-1.
Pre-conditions
-	The MC service user wishes to have access to MC services by using a non-3GPP device.
-	The MC client successfully completed service authorization via MC Gateway UE.


Figure 11.5.2.3.2-1: On-demand location reporting procedure
1.	MC client receives the location information request from LMS to send the location information immediately or any other events where it has to send the location report to the location management server immediately like initial login, group call etc. Requested location information includes the location information related to 3GPP access network.
2.	MC service user is notified and asked for permission to share location information. MC service user can accept or deny the request.
3.	MC client sends the MC GW Location information request to the MC gateway requesting for the location information related to the 3GPP access network of the MC gateway UE.
4.	MC gateway UE sends the MC GW Location information report containing the location information requested by the MC client.
5.	MC client updates the locally available location information with the location information received from the MC gateway UE.
6.	The MC client sends a location information report to the location management server, containing location information identified by the location management server and available to the MC client.
[bookmark: _Toc155282561]11.5.2.3.3	Location reporting cancel procedure
The location reporting cancel procedure reuses the information flow of location reporting configuration as defined in the subclause 11.5.2.3.1 as described in the figure 11.5.2.3.3-1
Pre-conditions
-	The MC service user wishes to have access to MC services by using a non-3GPP device.
-	The MC client successfully completed service authorization via MC gateway UE.
-	The MC client no longer needs the location information report from MC gateway UE.


Figure 11.5.2.3.3-1: On-demand location reporting procedure
1.	The location management client sends MC GW location reporting configuration without any information element to the MC gateway UE to stop location reporting from the MC gateway UE.
2.	The MC gateway UE stops sending location information reports to the MC client.
[bookmark: _Toc155282562]11.5.3	MBMS support for MC clients residing on non-3GPP devices
[bookmark: _Toc155282563]11.5.3.1	General
This subclause addresses the MBMS support for the MC clients residing on the non-3GPP devices associated with an MC gateway UE. The MC clients instruct the MC gateway UE about the corresponding MBMS bearer details to enable MC gateway listening on them. On demand, MC gateway UE forwards the traffic received over MBMS bearer to the MC clients residing on non‑3GPP devices. With the procedure defined in this subclause MBMS bearer can be supported for the MC clients residing on non-3GPP devices. Changes required are confined to the reference point between MC gateway UE and the MC clients residing on non‑3GPP devices. MC service server may consider the location of the corresponding MC clients as defined in subclause 11.5.2 while deciding to establish MBMS bearer.
[bookmark: _Toc155282564]11.5.3.2	Information flows
[bookmark: _Toc155282565]11.5.3.2.1	MC GW MBMS bearer announcement
Table 11.5.3.2.1-1 describes the information flow from the MC client which resides on a non‑3GPP device to the MC gateway UE for sharing the details of MBMS bearer announcement received by the MC Client from the MC Service server.
Table 11.5.3.2.1-1: MC GW MBMS bearer announcement
	Information element
	Status
	Description

	MC GW service ID
	M
	The MC GW service ID of the requesting MC client.

	TMGI
	M
	TMGI information

	List of service area identifier
	M
	A list of service area identifier for the applicable MBMS broadcast area.

	Frequency
	O
	Identification of frequency if multi carrier support is provided

	SDP information
	M
	SDP with media and floor control information applicable to groups that can use this bearer (e.g. codec, protocol id, FEC information)

	Monitoring state
	O
	The monitoring state is used to control if the client is actively monitoring the MBMS bearer quality or not.

	ROHC information
	O
	Indicate the usage of ROHC and provide the parameters of the ROHC channel to signal to the ROHC decoder.



[bookmark: _Toc81988310][bookmark: _Toc155282566]11.5.3.2.2	MC GW MBMS listening status report
Table 11.5.3.2.2-1 describes the information flow from the MC gateway UE to the MC client which resides on a non‑3GPP device for the MC GW MBMS listening status report.
Table 11.5.3.2.2-1: MC GW MBMS listening status report
	Information element
	Status
	Description

	TMGI(s)
	M
	TMGI(s) information.

	MBMS listening status(s)
	M
	The MBMS listening status per TMGI.

	MBMS reception quality level
	O
	The reception quality level per TMGI

	Non 3GPP transport resources establishment parameters (see NOTE)
	O
	This element contains the details of the non‑3GPP transport resources establishment parameters (IP address, Port etc.) which are used by the MC gateway UE to forward the MC service communication traffic received over 3GPP MBMS bearer to the MC client.

	NOTE:	These parameters are implementation specific and are dependent on the non 3GPP transport mechanism used between the MC client and MC gateway UE. This parameter can be present mandatorily if the MBMS bearer listening status is success.



[bookmark: _Toc81988311][bookmark: _Toc155282567]11.5.3.2.3	MC GW MapGroupToBearer request
Table 11.5.3.2.3-1 describes the information flow from the MC client which resides on a non‑3GPP device to the MC gateway UE for sharing the details of MapGroupToBearer message received from the MC service server.
Table 11.5.3.2.3-1: MC GW MapGroupToBearer request
	Information element
	Status
	Description

	MC GW service ID
	M
	The GW MC service ID of the MC service user.

	MCPTT group ID
	M
	This element identifies the MCPTT group, in which the call is started.

	Media stream identifier 
	M
	This element identifies the media stream of the SDP used for the group call (e.g. MBMS subchannel).

	TMGI
	M
	The MBMS bearer identifier.



[bookmark: _Toc81988312][bookmark: _Toc155282568]11.5.3.2.4	MC GW MapGroupToBearer response
Table 11.5.3.2.4-1 describes the information flow from the MC gateway UE to the MC client which resides on a non‑3GPP device for the MC GW MapGroupToBearer response.
Table 11.5.3.2.4-1: MC GW MapGroupToBearer response
	Information element
	Status
	Description

	MapGroupToBearer Status
	M
	Success or failure response

	Non 3GPP transport resources establishment parameters (see NOTE)
	M
	This element contain the details of the non 3GPP transport resources establishment parameters(IP address, Port etc.,) which are used by the MC gateway UE to forward the MC service Group communication traffic received over 3GPP MBMS bearer to the MC client.

	NOTE:	These parameters are implementation specific and are dependent on the non-3GPP transport mechanism used between the MC client and MC gateway UE



[bookmark: _Toc81988313][bookmark: _Toc155282569]11.5.3.2.5	MC GW MBMS bearer quality report
Table 11.5.3.2.5-1 describes the information flow from the MC gateway UE to the MC client which resides on a non‑3GPP device for the MC GW MBMS bearer quality report.
Table 11.5.3.2.5-1: MC GW MapGroupToBearer response
	Information element
	Status
	Description

	TMGI(s)
	M
	TMGI(s) information.

	MBMS listening status(s)
	M
	The MBMS listening status per TMGI.

	MBMS reception quality level
	O
	The reception quality level per TMGI



[bookmark: _Toc81988314][bookmark: _Toc155282570]11.5.3.2.6	MC GW MBMS bearer suspension indication
Table 11.5.3.2.6-1 describes the information flow from the MC gateway UE to the MC client which resides on a non‑3GPP device for the MC GW MBMS bearer suspension indication.
Table 11.5.3.2.6-1: MC GW MBMS bearer suspension indication
	Information element
	Status
	Description

	TMGI(s)
	M
	TMGI(s) information.

	MBMS suspension status(s)
	M
	The MBMS suspension status per TMGI.



[bookmark: _Toc155282571]11.5.3.2.7	MC GW UnMapGroupToBearer request
Table 11.5.3.2.7-1 describes the information flow from the MC client which resides on a non‑3GPP device to the MC gateway UE for sharing the details of UnMapGroupToBearer message received from the MC service server.
Table 11.5.3.2.7-1: MC GW UnMapGroupToBearer request
	Information element
	Status
	Description

	MC GW service ID
	M
	The GW MC service ID of the MC service user.

	MCPTT group ID
	M
	This element identifies the MC service group related to a group call to be dissociated over the MBS session.

	Media stream identifier 
	M
	This element identifies the media stream of the SDP, which is no longer used for the group call within the MBMS session.

	TMGI
	M
	The MBMS bearer identifier.



[bookmark: _Toc155282572]11.5.3.2.8	MC GW UnMapGroupToBearer response
Table 11.5.3.2.8-1 describes the information flow from the MC gateway UE to the MC client which resides on a non‑3GPP device for the MC GW UnMapGroupToBearer response.
Table 11.5.3.2.8-1: MC GW UnMapGroupToBearer response
	Information element
	Status
	Description

	UnMapGroupToBearer Status
	M
	Success or failure response



[bookmark: _Toc155282573]11.5.3.3	Procedures
[bookmark: _Toc155282574]11.5.3.3.1	Procedure for handling MBMS bearer announcement
MC clients residing on non-3GPP devices receive MBMS bearer announcements from the MC system, MC clients share the details of the MBMS bearer received in MBMS bearer announcement to the MC gateway UE. This enables the MC gateway UE to start monitoring the corresponding MBMS bearer.
Figure 11.5.3.3.1-1 illustrates the procedure for handling the MBMS bearer announcement by the MC client and the MC gateway UE.
Pre-conditions:
1.	The MC client has been configured with the necessary parameters to enable the use of the MC gateway UE.
2.	The MC client successfully completed service authorization via MC gateway UE.


Figure 11.5.3.3.1-1: Handling of MBMS bearer announcement
1.	The MC service server establishes the MBMS bearer(s) according to the procedures defined in 3GPP TS 23.468 [18]. Service description associated with the MBMS bearer(s) is returned from the BM-SC.
2.	The MC service server provides service description information associated with the MBMS bearer to the MC client residing on non‑3GPP devices via MC gateway UE.
3.	The MC client sends the MC GW MBMS bearer announcement to the MC Gateway UE containing the MBMS bearer related information received from the MC service server.
4.	The MC gateway UE stores the information associated with the TMGI(s). The MC gateway UE uses the TMGI and other MBMS bearer related information to activate the monitoring of the MBMS bearer.
5.	The MC gateway UE that enters or is in the service area of at least one announced TMGI notifies to the MC client that it can receive data over MBMS by sending the MC GW MBMS listening status report. The MC GW MBMS listening status report also contains the details of the non‑3GPP transport resources related parameters. The MC gateway UE may choose to send the details of existing transport resources information as part of non-3GPP transport resources establishment parameters IE if existing communication channel can be reused.
6.	The MC client establishes the transport resources with the MC gateway UE based on the parameters received in step 5 to receive the MC service data from the MC gateway UE, if these parameters are not referring to any of the already established transport resources. The MC Gateway UE forwards the MC service data it received over the MBMS bearer from the MC service server to the MC client over this transport resources.
7.	The MC client sends the MBMS Listening Status Report to the MC service server indicating that it is able to receive the media over MBMS.
[bookmark: _Toc155282575]11.5.3.3.2	Procedure for handling MapGroupToBearer message
Whenever the MC client detects that traffic received from MC service server is MapGroupToBearer message and if the MC client participates in the group session or communication identified by the MapGroupToBearer message then it should inform the details contained in the MapGroupToBearer message to MC gateway UE. When the association of group call, MBMS bearer and the MC GW service ID of the MC client is known to the MC gateway UE, it can forward the traffic received over MBMS bearer accordingly.
Figure 11.5.3.3.2-1 illustrates the procedure for handling the MapGroupToBearer message by the MC client and the MC gateway UE.
Pre-conditions:
1.	The MC client has been configured with the necessary parameters needed for connectivity with the MC gateway UE.
2.	The MC client successfully completed service authorization via MC gateway UE.


Figure 11.5.3.3.2-1: Handling of MapGroupToBearer message
1.	The MC service server sends a MapGroupToBearer message over a previously activated MBMS bearer to all users that will receive the call over an MBMS bearer. The MapGroupToBearer message includes association information between the group call and MBMS bearer. The MapGroupToBearer message includes MC service group ID and information about the media stream identifier of the activated MBMS bearer and may include the identifier (i.e. the TMGI) of the MBMS bearer broadcasting the call.
2.	If the MC client is participating in the MC group communication identified by the MapGroupToBearer message, it sends the details contained in the MapGroupToBearer message to the MC gateway UE through MC GW MapGroupToBearer request message.
3.	The MC gateway UE on receiving the MC GW MapGroupToBearer Request message from the MC client it maintains the association between the GW MC Service ID and the corresponding MBMS sub channel.
4.	The MC gateway UE sends the MC GW MapGroupToBearer response message to the MC client which contains the details of the non‑3GPP transport resources related parameters. The MC gateway UE may choose to send the details of existing communication channel information as part of non-3GPP transport resources establishment parameters IE if existing transport resources can be reused.
5.	The MC client establishes the communication channel with the MC gateway UE based on the parameters received in step 4 to receive the MC service group communication data from the MC gateway UE, if these parameters are not referring to any of the already established transport resources. The MC Gateway UE forwards the MC service group communication data it received over the MBMS bearer from the MC service server to the MC client over this transport resources.
6.	The MC service server sends the downlink media for the group communication session over the MBMS bearer.
7.	The MC gateway UE checks which MC clients should receive the media of the MC group communication based on Step 3.
8.	The MC gateway UE forwards the downlink media to the intended MC clients over the transport resources established as in step 5.
[bookmark: _Toc155282576]11.5.3.3.2A	Procedure for handling UnmapGroupFromBearer message
Whenever the MC client receives UnmapGroupFromBearer message and if the MC client participates in the group session or communication identified by the UnmapGroupFromBearer message then it should inform the details contained in the UnmapGroupFromBearer message to MC gateway UE. When the association of group call, MBMS bearer and the MC GW service ID of the MC client is known to the MC gateway UE, it can remove the association and stop forwarding of the traffic received over MBMS bearer accordingly.
Figure 11.5.3.3.2A-1 illustrates the procedure for handling the UnmapGroupFromBearer message by the MC client and the MC gateway UE.
Pre-conditions:
1.	The MC client has been configured with the necessary parameters needed for connectivity with the MC gateway UE.
2.	The MC client successfully completed service authorization via MC gateway UE.


Figure 11.5.3.3.2A-1: Handling of UnmapGroupFromBearer message
1.	An MCPTT group call is ongoing; the MC gateway UE forwards the downlink media to the intended MC client over the transport resources established.
2.	MCPTT server has determined to disconnect the call over the MBMS bearer for the MC client. 
3.	An UnmapGroupFromBearer message is sent by the MCPTT server to MC client (if in MBMS coverage area) on MBMS bearer(s).
4.	If the MC client is participating in the MC group communication identified by the UnmapGroupFromBearer message, it sends the details contained in the UnmapGroupFromBearer message to the MC gateway UE through MC GW UnMapGroupToBearer request message.
5.	The MC gateway UE on receiving the MC GW UnMapGroupToBearer Request message from the MC client it removes the association maintained between the GW MC Service ID and the corresponding MBMS sub channel.
6.	The MC gateway UE sends the MC GW MapGroupToBearer response message to the MC client.
[bookmark: _Toc155282577]11.5.3.3.3	Procedure for MBMS bearer suspension notification
The MC service server can choose to instruct some MC clients to send the MBMS bearer suspension report when notified by RAN. When the MC clients are residing on non 3GPP devices, MC gateway UE would be the one listening on the MBMS bearers. When RAN decides to suspend the MBMS bearer it indicates the MC gateway UE. MC gateway UE to notify the MC clients it is serving so that MC clients can report the same to the MC service server. This procedure is applicable only if the MC client is instructed to report the MBMS bearer suspension. Irrespective of whether the MC clients need to send the MBMS bearer suspension report to the MC service server, MC gateway can choose to notify the MC clients it is serving whenever RAN suspends the MBMS bearer. MC clients can then decide to send the MBMS bearer suspension report to the MC service server only if they are instructed by the MC service server.
Figure 11.5.3.3.3-1 illustrates the procedure for MC clients residing on non-3GPP devices reporting the MC service server about the MBMS bearer suspension.


Figure 11.5.3.3.3-1: MBMS bearer suspension notification
[bookmark: _Toc81988319]1.	The MC service server sends an MBMS suspension reporting instruction to the MC client residing on non-3GPP device.
NOTE:	This message may be included in the MBMS bearer announcement message and may be sent both on a unicast bearer and a multicast bearer.
2.	RAN decides to suspend the MBMS bearer, according to existing procedures in 3GPP TS 36.300 [21].
3.	An MBMS suspension indication is sent to the MC gateway UE in the MSI (MCH Scheduling Information), according to existing procedures in 3GPP TS 36.300 [21].
4.	The MC gateway UE detect the MBMS suspension and sends an MC GW MBMS suspension indication to the MC Client residing on non-3GPP device.
5.	The MC client MBMS suspension report to the MC Service server via MC gateway UE.
[bookmark: _Toc155282578]11.5.3.3.4	Procedure for reporting MBMS bearer quality
The MC gateway UE listening on the MBMS bearer has to report the MBMS bearer quality to the MC clients so that MC clients can report the same to the MC service server. MC Gateway UE monitors an MBMS bearer to receive MC service media. Based on the received quality (e.g. radio level quality) the MC gateway UE needs to inform the MC Clients which requested the MC gateway UE to listen on MBMS bearer, whether it is able to receive the MC service media on the MBMS bearer with sufficient quality or not the MC Clients can inform the MC service server accordingly.
Figure 11.5.3.3.4-1 illustrates the procedure for MC clients residing on non‑3GPP devices reporting the MC service server about the MBMS bearer quality.
Pre-conditions:
1.	There is an MBMS bearer activated and the MBMS bearer information is announced to the MC gateway UE.
2.	The MC gateway UE is located in the MBMS broadcasting area
3.	The MC gateway UE monitors SIB-13 (or SIB-20) and (SC-)MCCH to receive the modulation and coding scheme.
4.	The MC gateway UE monitors the cell specific reference signal and when MBSFN transmission is used, the MBSFN specific reference signals.


Figure 11.5.3.3.4-1: Reporting MBMS bearer quality
1.	The MC gateway UE follows the Step 1 of the procedure as described in clause 10.7.3.6.2 for the MC service UE. The corresponding MBMS bearer quality information is forwarded to all the MC clients which have asked the MC gateway UE to listen on the particular MBMS bearer.
2.	If the MBMS bearer quality reaches a certain threshold, the MC gateway UE sends an MC GW MBMS bearer quality report to the MC client. The threshold is used to define the MBMS listening status, which indicates if the MBMS bearer quality has been acceptable or not to receive a specific MC service media. If the MBMS bearer quality is mapped to a different MBMS reception quality level, the MC gateway UE may send an MBMS Bearer Quality report including the MBMS reception quality level to the MC Client.
NOTE:	The threshold used to indicate MBMS bearer quality depends on service type (i.e. MCPTT, MCVideo or MCData) and the metrics used. The metrics used and the associated thresholds are out of scope of this specification.
3.	The MC Client sends the MBMS listening status report to the MC Service server via MC gateway UE containing the information received in the MC GW MBMS bearer quality report.
4.	The MC service server may send an additional proposal for measurements e.g. information about neighbouring MBMS bearers. This message may be an MBMS bearer announcement message.
[bookmark: _Toc155282579]11.5.4	Disconnection mechanism
[bookmark: _Toc155282580]11.5.4.1	General
A connection using an MC gateway UE by the corresponding MC gateway client can be cancelled over time or re-established using same or another MC gateway UE. The connection/disconnection mechanism allows the MC gateway client to disconnect the use of the corresponding MC gateway UE considering the various MC client hosting scenarios.
Under certain circumstances, the connection with the corresponding MC gateway UE can change or has to be adjusted. The various reasons are detailed in the informative Annex D. For this purpose, the MC gateway UE can send a notification to the corresponding MC gateway client hosted on a non-3GPP device.
Editor`s Note:	The content of this clause is FFS based on possible feedback from 3GPP SA3.
[bookmark: _Toc155282581]11.5.4.2	Disconnection for non-3GPP devices that host an MC client
[bookmark: _Toc155282582]11.5.4.2.1	General
The clause is applied to non-3GPP devices which can host an MC client. The MC gateway UE forwards the disconnection request to the corresponding MC server to disconnect the MC gateway UE to MC client connection.
[bookmark: _Toc155282583]11.5.4.2.2	Information flows
[bookmark: _Toc155282584]11.5.4.2.2.1	Disconnection request
Table 11.5.4.2.2.1-1 describes the information flow disconnection request sent from the MC client, which resides on a non-3GPP device, to the corresponding MC server via the MC gateway UE.
Table 11.5.4.2.2.1-1: Disconnection request
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.



[bookmark: _Toc155282585]11.5.4.2.2.2	Disconnection response
Table 11.5.4.2.2.2-1 describes the information flow disconnection response sent from the MC server to the MC gateway UE, and from the MC gateway UE to the MC client residing on a non-3GPP device.
Table 11.5.1.2.2.2-1: Disconnection response
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.

	Response
	M
	Result of the disconnection request.



[bookmark: _Toc155282586]11.5.4.2.2.3	Connection status notification
Table 11.5.4.2.2.3-1 describes the information flow connection status notification sent from the MC gateway UE to the MC client, which resides on a non-3GPP device.
Table 11.5.4.2.2.3-1: Connection status notification
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the associated MC client. (see NOTE 1)

	Status information
	M
	This information element provides connection status. (see NOTE 2).

	NOTE 1:	The GW MC service ID indicates for which MC service the connection is to be disconnected.
NOTE 2:	Information about the connection status are further detailed in Annex D. 



[bookmark: _Toc155282587]11.5.4.2.3	Disconnection procedure
The procedure for disconnection via an MC gateway UE towards an MC server is shown in figure 11.5.4.2.3-1.
Pre-conditions
-	The MC service user has an authorized connection via an MC gateway UE to an MC server.
-	The MC clients have no communication ongoing, e.g. group communication.
-	The MC gateway client service user on a non-3GPP device wishes to disconnect the authorized connection.


Figure 11.5.4.2.3-1: Disconnection with an MC server via an MC gateway UE
1.	The MC gateway client requests disconnection via the MC gateway UE with an MC server. The MC gateway client of the MC service user provides the GW MC service ID.
2.	The MC gateway UE sends the disconnection request to the MC server to disconnect the authorized connection between the MC gateway client and the MC server.
3.	The MC server verifies if the connection is active and updates the connection status as disconnected.
4.	The MC server sends the disconnection response to the MC gateway UE.
5.	The MC gateway UE updates MC gateway client connection status as disconnected.
6.	The MC gateway UE sends the disconnection response to the MC gateway client.
[bookmark: _Toc155282588]11.5.4.2.4	Connection status notification
The procedure for connection status notification initiated by an MC gateway UE towards an MC gateway client is shown in figure 11.5.4.2.4-1 informs about the status of connection status that may result into a disconnection.
Pre-conditions
-	The MC gateway client has an authorized connection via an MC gateway UE to an MC server.
-	The MC gateway UE is no longer able to provide the requested service depending on reasons further detailed in Annex D.


Figure 11.5.4.2.4-1: Connection status notification to an authorized MC gateway client 
1.	The MC gateway UE wants to disconnect the connection with an MC server for the corresponding MC gateway client. The MC gateway UE sends connection status notification to the MC gateway client using the corresponding GW MC gateway ID.
2.	The connection status may result that the MC gateway client wants to disconnect the connection with the MC server (see disconnection in clause 11.5.4.2.3).
[bookmark: _Toc155282589]11.5.4.3	Disconnection for non-3GPP devices that do not host an MC client
[bookmark: _Toc155282590]11.5.4.3.1	General
The clause is applied to non-3GPP devices which cannot host an MC client. The MC server is requested to disconnect the MC gateway UE to MC client connection on demand.
[bookmark: _Toc155282591]11.5.4.3.2	Information flows
[bookmark: _Toc155282592]11.5.4.3.2.1	Disconnection request
Table 11.5.4.3.2.1-1 describes the information flow disconnection request sent from the MC client, which resides on a MC gateway UE, to the MC server.
Table 11.5.4.3.2.1-1: Disconnection request
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.

	NOTE:	The GW MC service ID indicates for which MC service the connection is to be disconnected.



[bookmark: _Toc155282593]11.5.4.3.2.2	Disconnection response
Table 11.5.4.3.2.2-1 describes the information flow disconnection response sent from the MC server to the MC client residing on the MC gateway UE.
Table 11.5.4.3.2.2-1: Disconnection response
	Information element
	Status
	Description

	GW MC service ID
	M
	The GW MC service ID of the requesting MC service user.

	Result
	M
	Success or failure of the disconnection request (successful/failed; not permitted).



[bookmark: _Toc155282594]11.5.4.3.3	Disconnection procedure
The procedure for disconnection of an MC gateway client hosted by the MC gateway UE towards an MC server is shown in figure 11.5.4.3.3-1.
Pre-conditions
-	The MC service user has an authorized connection using an MC gateway UE to an MC server.
-	The MC clients have no communication ongoing, e.g. group communication.
-	The MC gateway client hosted on a MC gateway UE wishes to disconnect the authorized connection.


Figure 11.5.4.3.3-1: Disconnection of an MC client hosted by an MC gateway UE
1.	The MC gateway client, hosted by the MC gateway UE, sends a disconnection request to the corresponding MC server encompassing the GW MC service ID.
2.	The MC server verifies if the connection is active and updates the connection status as disconnected.
3.	The MC server sends the disconnection response to the MC gateway client residing on the MC gateway UE.
4.	The MC gateway UE updates MC gateway client connection status to disconnected.

[bookmark: _Toc155282595][bookmark: _Toc428365161][bookmark: _Toc433209860][bookmark: _Toc460616236][bookmark: _Toc460617097][bookmark: _Toc460662486]
Annex A (normative):
Configuration data for MC services
[bookmark: _Toc468105561][bookmark: _Toc468110656][bookmark: _Toc155282596]A.1	General
This Annex provides information about the static data needed for configuration for MC services, which belong to one of the following categories:
-	MC service UE configuration data (see subclause A.2);
-	MC service user profile data (see subclause A.3);
-	MC service group configuration data (see subclause A.4);
-	MC service configuration data (see subclause A.5); and
-	Initial MC service UE configuration data (see subclause A.6).
For each configuration category, data is split between configuration data that is applicable to both on‑network and off‑network, configuration data that is applicable to on-network only, and configuration data that is applicable to off-network only. The configuration data in each configuration category corresponds to a single instance of the category type i.e. the MC service UE, MC service group, MC service user and MC service configuration data refers to the information that will be stored against each MC service UE, MC service group, MC service user and MC service. This means that the three separate tables (on-network and off-network, on-network only, off-network only) for each configuration category represent the complete set of data for each configuration data category element.
The columns in the tables have the following meanings:
-	Reference: the reference of the corresponding requirement in 3GPP TS 22.280 [3] or 3GPP TS 22.281 [4] or 3GPP TS 22.282 [5] or 3GPP TS 22.179 [2] or the corresponding subclause from the present document.
-	Parameter description: A short definition of the semantics of the corresponding item of data, including denotation of the level of the parameter in the configuration hierarchy.
-	When it is not clear to which functional entities the parameter is configured, then one or more columns indicating this are provided where the following nomenclature is used:
-	"Y" to denote "Yes" i.e. the parameter denoted for the row needs to be configured to the functional entity denoted for the column.
-	"N" to denote "No" i.e. the parameter denoted for the row does not need to be configured to the functional entity denoted for the column.
Parameters within a set of configuration data have a level within a hierarchy that pertains only to that configuration data. The hierarchy of the configuration data is common across all the three tables of on-network and off‑network, on‑network only and off‑network only. The level of a parameter within the hierarchy of the configuration data is denoted by use of the character ">" in the parameter description field within each table, one per level. Parameters that are at the top‑most level within the hierarchy have no ">" character. Parameters that have one or more ">" characters are child parameters of the first parameter above them that has one less ">" character. Parent parameters are parameters that have one or more child parameters. Parent parameters act solely as a "grouping" of their child parameters and therefore do not contain an actual value themselves i.e. they are just containers for their child parameters.
Each parameter that can be configured online shall only be configured through one online reference point. Each parameter that can be configured offline shall only be configured through one offline reference point. The most recent configuration data made available to the MC service UE shall always overwrite previous configuration data, irrespective of whether the configuration data was provided via the online or offline mechanism.
[bookmark: _Toc460616238][bookmark: _Toc460617099][bookmark: _Toc460662488][bookmark: _Toc468105562][bookmark: _Toc468110657][bookmark: _Toc155282597]A.2	MC service UE configuration data
MC service UE configuration data has to be known by an MC service UE after MC service authorization. The CSC-4 reference point is used for configuration between the configuration management server and the configuration management client on the MC service UE when the MC service UE is on-network.
MC service UE configuration data can be configured offline using the CSC-11 reference point.
MC service UE configuration data is specific to each MC service and is specified as follows:
-	MCPTT UE configuration data is specified in 3GPP TS 23.379 [16];
-	MCVideo UE configuration data is specified in 3GPP TS 23.281 [12]; and
-	MCData UE configuration data is specified in 3GPP TS 23.282 [13].
Within each MC service, the MC service UE configuration data can be the same or different across MC service UEs.
[bookmark: _Toc460616239][bookmark: _Toc460617100][bookmark: _Toc460662489][bookmark: _Toc468105563][bookmark: _Toc468110658][bookmark: _Toc428365163][bookmark: _Toc433209862][bookmark: _Toc155282598]A.3	MC service user profile configuration data
The MC service user profile configuration data is stored in the MC service user database. The configuration management server is used to configure the MC service user profile configuration data to the MC service user database (CSC-13) and MC service UE (CSC-4).
MC service user profile configuration data can be configured offline using the CSC-11 reference point.
MC service user profile configuration data is specific to each MC service and is specified as follows:
-	MCPTT user profile configuration data is specified in 3GPP TS 23.379 [16];
-	MCVideo user profile configuration data is specified in 3GPP TS 23.281 [12];
-	MCData user profile configuration data is specified in 3GPP TS 23.282 [13]; and
-	Location user profile configuration data is specified in clause A.8.
[bookmark: _Toc460616240][bookmark: _Toc460617101][bookmark: _Toc460662490][bookmark: _Toc468105564][bookmark: _Toc468110659][bookmark: _Toc155282599]A.4	Group configuration data
The group configuration data is stored in the group management server. The group management server is used to configure the group configuration data to the MC service UE (CSC-2) and the MC service server (CSC-3).
A single group can support one or multiple MC service configurations. Hence, the MC service group configuration data is divided into common group configuration data and MC service specific group configuration data.
The group configuration data can be configured offline using the CSC-12 reference point.
The common group configuration data are specified in table A.4-1. Tables A.4-1 and A.4-2 contain the group configuration required to support the use of on-network MC service. Tables A.4-1 and A.4-3 contain the group configuration required to support the use of off-network MC service.
The MC service related group configuration data specific to each MC service is specified as follows:
-	MCPTT related group configuration data is specified in 3GPP TS 23.379 [16];
-	MCVideo related group configuration data is specified in 3GPP TS 23.281 [12]; and
-	MCData related group configuration data is specified in 3GPP TS 23.282 [13];

Table A.4-1: Common group configuration data (on and off network)
	Reference
	Parameter description
	MC service UE
	MC service Server
	Group management server

	[R-5.17-004],
[R-6.4.3-001],
[R-6.4.3-002],
[R-6.9-004] and
[R-5.1.3-002] of 3GPP TS 22.280 [3]
	MC service group ID
	Y
	Y
	Y

	[R-5.17-004],
[R-6.4.3-001],
[R-6.4.3-002] and
[R-6.9-004] of 3GPP TS 22.280 [3]
	Group Alias (Contact URIs)
	Y
	Y
	Y

	
	List of group members (see NOTE 1) (see NOTE 8)
	
	
	

	[R-5.1.3-001],
[R-5.1.5-001],
[R-6.4.5-005] and
[R-6.4.5-006] of 3GPP TS 22.280 [3]
	> MCPTT
	
	
	

	
	>> MCPTT ID (see NOTE 2)
	N
	Y
	Y

	3GPP TS 33.180 [25]
	>> KMSUri for security domain of the MCPTT ID (see NOTE 3)
	N
	Y
	Y

	[R-6.2.2-001] and
[R-7.6-007] of 3GPP TS 22.280 [3]
	>> User priority for the group
	N
	Y
	Y

	[R-5.1.3-001] of 3GPP TS 22.280 [3]

	>> Participant type for the group (group membership information). The particpant type values are defined and configured by the Mission Critical Organisation (e.g.first responder, second responder, dispatcher, dispatch supervisor, MC service administrator).
	N
	Y
	Y

	[R-5.1.3-001],
[R-5.1.5-001],
[R-6.4.5-005] and
[R-6.4.5-006] of 3GPP TS 22.280 [3]
	> MCVideo
	
	
	

	
	>> MCVideo ID (see NOTE 2)
	N
	Y
	Y

	3GPP TS 33.180 [25]
	>> KMSUri for security domain of the MCVideo ID (see NOTE 3)
	N
	Y
	Y

	[R-6.2.2-001] and
[R-7.6-007] of 3GPP TS 22.280 [3]
	>> User priority for the group
	N
	Y
	Y

	[R-5.1.3-001] of 3GPP TS 22.280 [3]

	>> Participant type for the group (group membership information). The particpant type values are defined and configured by the Mission Critical Organisation (e.g.first responder, second responder, dispatcher, dispatch supervisor, MC service administrator).
	N
	Y
	Y

	[R-5.1.3-001],
[R-5.1.5-001],
[R-6.4.5-005] and
[R-6.4.5-006] of 3GPP TS 22.280 [3]
	> MCData
	
	
	

	
	>> MCData ID (see NOTE 2)
	N
	Y
	Y

	3GPP TS 33.180 [25]
	>> KMSUri for security domain of  the MCData ID (see NOTE 3)
	N
	Y
	Y

	 [R-6.2.2-001] and
[R-7.6-007] of 3GPP TS 22.280 [3]
	>> User priority for the group
	N
	Y
	Y

	[R-5.1.3-001] of 3GPP TS 22.280 [3]

	>> Participant type for the group (group membership information). The particpant type values are defined and configured by the Mission Critical Organisation (e.g.first responder, second responder, dispatcher, dispatch supervisor, MC service administrator).
	N
	Y
	Y

	[R-5.16.2-001] and
[R-5.16.2-002] of 3GPP TS 22.280 [3]
	Group’s owner (Mission Critical Organisation)
	Y
	Y
	Y

	Subclause 8.3.2, 10.2.3
	MC service specific configuration (see NOTE 4)
	
	
	

	
	> MCPTT configuration (see NOTE 5)
	
	
	

	
	> MCVideo configuration (see NOTE 6)
	
	
	

	
	> MCData configuration (see NOTE 7)
	
	
	

	
	List of subordinate groups
	
	
	

	[R-5.2.2-002] of 3GPP TS 22.280 [3]
	> MC service group ID
	N
	Y
	Y

	
	 Group broadcast information
	
	
	

	[R-5.2.2-001] of 3GPP TS 22.280 [3]
	Level within group hierarchy
	N
	Y
	Y

	[R-5.2.3-001] of 3GPP TS 22.280 [3]
	Level within user hierarchy
	N
	Y
	Y

	Subclause 10.6.2.9 of 3GPP TS 23.379 [16]
	Group is a preconfigured regroup group
	Y
	Y
	Y

	[R-5.2.1-002] of 3GPP TS 22.280 [3]
	Group is a broadcast group
	Y
	Y
	Y

	NOTE 1:	The list of group members is provided to an authorized user only upon request and not by default.
NOTE 2:	MC service Ids for all configured MC services shall be provided for the configured group member. 
NOTE 3:	If this parameter is absent, the KMSUri shall be that identified in the initial MC service UE configuration data (on-network) configured in table A.6-1.
NOTE 4:	An MC service specific configuration shall be provided for all of the MC services for which the group is enabled. At least one MC service shall be enabled for a group.
NOTE 5:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.379 [16].
NOTE 6:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.281 [12].
NOTE 7:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.282 [13].
NOTE 8:	The list of group members comprises all group members in primary and in partner MC systems of the MC service group.



Table A.4-2: Common group configuration data (on‑network)
	Reference
	Parameter description
	MC service UE
	MC service Server
	Group management server

	[R-6.1-001] of 3GPP TS 22.280 [3]
	Maximum number of group members (Nc6)
	N
	Y
	Y

	[R-6.1-003] of 3GPP TS 22.280 [3]
	Enabled/disabled group (basic status)
	Y
	Y
	Y

	[R-6.6.1-006] of 3GPP TS 22.280 [3]
	Temporary group indication
	Y
	Y
	Y

	[R-6.4.5-005] of 3GPP TS 22.280 [3]
	List of authorised users who can request the list of members of an MC service group
	Y
	Y
	Y

	
	> MCPTT IDs
	
	
	Y

	
	> MCVideo IDs
	
	
	Y

	
	> MCData IDs
	
	
	Y

	
	MC service specific configuration
	
	
	

	
	> MCPTT configuration (see NOTE 1)
	
	
	

	
	> MCVideo configuration (see NOTE 2)
	
	
	

	
	> MCData configuration (see NOTE 3)
	
	
	

	[R-6.4.9-006] of 3GPP TS 22.280 [3]
	Geographic area within which affiliation to the group is permitted (see NOTE 4)
	Y
	Y
	Y

	[R-6.4.9-006] of 3GPP TS 22.280 [3]
	Geographic area outside which de-affiliation from the group is mandatory (see NOTE 4)
	Y
	Y
	Y

	Subclause 10.2.5
	List of authorised users who can retrieve the group information
	
	
	

	
	> MCPTT IDs
	
	
	Y

	
	> MCVideo IDs
	
	
	Y

	
	> MCData IDs
	
	
	Y

	Subclause 5.2.3
	Associated relay service code (as specified in 3GPP TS 23.303 [14])
	Y
	N
	Y

	Subclause 5.2.9 of 3GPP TS 23.280 [16
	List of partner MC systems from which interconnection is permitted for the group
	
	
	

	Subclause 5.2.9 of 3GPP TS 23.280 [16
	> Identity of partner MCPTT system
	
	Y
	Y

	Subclause 5.2.9 of 3GPP TS 23.280 [16
	> Identity of partner MCVideo system
	
	Y
	Y

	Subclause 5.2.9 of 3GPP TS 23.280 [16
	> Identity of partner MCData system
	
	Y
	Y

	[R-6.4.4-003] of 3GPP TS 22.280 [16]
	List of functional aliases which prevents de-affiliating
	
	
	

	
	> Functional alias
	N
	Y
	Y

	[R-6.4.4-004] of 3GPP TS 22.280 [16]
	List of functional aliases which prevents de-affiliating, if only one user has bound the functional alias to the group
	
	
	

	
	> Functional alias
	N
	Y
	Y

	NOTE 1:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.379 [16].
NOTE 2:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.281 [12].
NOTE 3:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.282 [13].
NOTE 4:	The geographic area may consist of a union of regions that are non-contiguous or contain holes.



Table A.4-3: Common group configuration data (off‑network)
	Reference
	Parameter description
	MC service UE
	MC service server
	Group management server

	Subclause 8.1.3.2
	ProSe layer-2 group ID (as specified in 3GPP TS 23.303 [14])
	Y
	N
	Y

	Subclause 8.1.3.2
	ProSe group IP multicast address (as specified in 3GPP TS 23.303 [14])
	Y
	N
	Y

	Subclause 8.1.3.2
	Indication of whether the UE shall use Ipv4 or Ipv6 for the MC service group (as specified in 3GPP TS 23.303 [14])
	Y
	N
	Y

	
	MC service specific configuration
	
	
	

	
	> MCPTT configuration (see NOTE 1)
	
	
	

	
	> MCVideo configuration (see NOTE 2)
	
	
	

	
	> MCData configuration (see NOTE 3)
	
	
	

	NOTE 1:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.379 [16].
NOTE 2:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.281 [12].
NOTE 3:	This parameter is a parent parameter whose child parameters are defined in 3GPP TS 23.282 [13].



[bookmark: _Toc460616241][bookmark: _Toc460617102][bookmark: _Toc460662491][bookmark: _Toc468105565][bookmark: _Toc468110660][bookmark: _Toc155282600]A.5	MC service configuration data
The MC service configuration data is stored in the MC service server. The configuration management server is used to configure the MC service configuration data to the MC service server (CSC-5) and the MC service UE (CSC-4).
The MC service configuration data can be configured offline using the CSC-11 reference point.
The MC service configuration data is specific to each MC service and hence the detailed list of MC service configuration data is listed as follows:
-	MCPTT service configuration data is specified in 3GPP TS 23.379 [16];
-	MCVideo service configuration data is specified in 3GPP TS 23.281 [12]; and
-	MCData service configuration data is specified in 3GPP TS 23.282 [13];
[bookmark: _Toc460616242][bookmark: _Toc460617103][bookmark: _Toc460662492][bookmark: _Toc468105566][bookmark: _Toc468110661][bookmark: _Toc155282601]A.6	Initial MC service UE configuration data
The initial MC service UE configuration data is essential to the MC service UE to successfully connect to the MC system. The initial MC service UE configuration data can be the same or different across MC service UEs.
Data in table A.6-1 is provided to the MC service UE’s clients (e.g. MC service client, group management client, configuration management client, identity management client, key management client) during the bootstrap process (see subclause 10.1.1), and can be configured on the MC service UE offline using the CSC-11 reference point or via other means e.g. as part of the MCPTT client’s provisioning on the UE, using a device management procedure. 
Table A.6-1: Initial MC service UE configuration data (on-network)
	Reference
	Parameter description

	Subclause 10.1.1
	PDN connectivity information

	
	> HPLMN ID and optionally VPLMN ID to which the data pertains

	
	> MC services PDN

	
	>> APN

	
	>> PDN access credentials

	
	> MC common core services PDN

	
	>> APN

	
	>> PDN access credentials

	
	> MC identity management service PDN

	
	>> APN

	
	>> PDN access credentials

	Subclause 10.1.1
	Application plane server identity information

	
	> Identity management server

	
	>> Server URI

	
	> Configuration management server

	
	>> Server URI

	
	> Key management server

	
	>> Server URI (also known as KMSUri for security domain managed by KMS)

	
	> Indication of whether the UE shall use Ipv4 or Ipv6 for on-network MCPTT

	
	> MCPTT Server

	
	>> Server URI

	
	> Indication of whether the UE shall use Ipv4 or Ipv6 for on-network MCData

	
	> MCData Server

	
	>> Server URI

	
	> Indication of whether the UE shall use Ipv4 or Ipv6 for on-network MCVideo

	
	> MCVideo Server

	
	>> Server URI

	
	> Location management server

	
	>> Server URI

	Subclause 10.1.1
	Operational information

	
	> MC service UE label (see NOTE)

	NOTE:	The MC service label is optional.



[bookmark: _Toc83314268][bookmark: _Toc468105567][bookmark: _Toc468110662][bookmark: _Toc155282602]A.7	Initial MC gateway UE configuration data
The initial MC gateway UE configuration data is essential to the MC gateway UE to successfully connect MC clients to the MC system. The initial MC gateway UE configuration data can be the same or different across MC gateway UEs.
Data in table A.7-1 is provided to the MC gateway UE during the bootstrap process and can be configured on the MC gateway UE offline using the CSC-11 reference point or via other means.
Table A.7-1: Initial MC gateway UE configuration data (on-network)
	Reference
	Parameter description

	Subclause 5.15 of 3GPP TS 22.280 [3]
	List of permitted GW MC service IDs for MCPTT

	
	> GW MC service ID

	Subclause 5.15 of 3GPP TS 22.280 [3]
	List of permitted GW MC service IDs for MCVideo

	
	> GW MC service ID

	Subclause 5.15 of 3GPP TS 22.280 [3]
	List of permitted GW MC service IDs for MCData

	
	> GW MC service ID



NOTE:	Configured MC service IDs indicate the support of an MC service.
[bookmark: _Toc131200625][bookmark: _Toc155282603]A.8	Location user profile configuration data
[bookmark: _Hlk132830245]The location user profile configuration data is stored in the location user database. The location management server obtains the location user profile configuration data via the configuration management server (CSC-24).
Table A.8-1 contains the location user profile configuration required to support the use of on-network location service. Data in table A.8-1 can be configured offline using the CSC-11 reference point.

Table A.8-1: location user profile data (on and off network)
	Reference
	Parameter description
	Location UE
	Location  Server
	Configuration management server
	Location user database

	[R-5.11-007] of 3GPP TS 22.280 [3]
Clause 10.9.3.3
	Authorization to set a trigger at a LMC
	
	
	
	

	
	> List of MC service IDs for which a trigger is authorized to be set
	Y
	Y
	Y
	Y

	
	>> MCPTT ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCVideo ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCData ID (see NOTE 1)
	Y
	Y
	Y
	Y

	[R-5.11-008] of 3GPP TS 22.280 [3]
	Authorization to cancel a trigger at a LMC
	
	
	
	

	
	> List of MC service IDs for which a trigger is authorized to be cancelled
	Y
	Y
	Y
	Y

	
	>> MCPTT ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCVideo ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCData ID (see NOTE 1)
	Y
	Y
	Y
	Y

	Clause 10.9.3.5
Clause 10.9.3.7
	Authorization to subscribe to location information for an MC user
	
	
	
	

	
	> List of MC service IDs for which subscription and subscription cancellation is authorized
	Y
	Y
	Y
	Y

	
	>> MCPTT ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCVideo ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCData ID (see NOTE 1)
	Y
	Y
	Y
	Y

	Clause 10.9.3.6.2
Clause 10.9.3.7
	Authorization to obtain location information for an MC user
	
	
	
	

	
	> List of MC service IDs for which obtaining location information is authorized
	Y
	Y
	Y
	Y

	
	>> MCPTT ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCVideo ID (see NOTE 1)
	Y
	Y
	Y
	Y

	
	>> MCData ID (see NOTE 1)
	Y
	Y
	Y
	Y

	Clause 10.9.3.10.6
Clause 10.9.3.11
	Authorization to modify the location user profile of an MC user
	
	
	
	

	
	> Modification to the location user profile is permanent/temporary
	Y
	N
	Y
	Y

	
	>> Duration of time for temporary modification
	Y
	N
	Y
	Y

	
	> List of MC service IDs for which modifying the location reporting configuration is authorized
	Y
	N
	Y
	Y

	
	>> MCPTT ID (see NOTE 1)
	Y
	N
	Y
	Y

	
	>> MCVideo ID (see NOTE 1)
	Y
	N
	Y
	Y

	
	>> MCData ID (see NOTE 1)
	Y
	N
	Y
	Y

	NOTE 1:	There can be zero or more.
NOTE 2:	The default authorization applies to all MC users not listed as specifically authorized or not authorized. The intent of this parameter is to avoid having to list all MC users as specifically authorized or not authorized and allowing the administrator to only indicate specific authorization statuses.



[bookmark: _Toc155282604]Annex B (informative):
Service continuity for MC service
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This annex describes how 3GPP TS 23.237 [10] mechanisms for IMS service continuity can be used to provide service continuity between on-network MC service and UE-to-network relay MC service. For illustration, MCPTT AS is considered as the MC service.
Only the procedure for service continuity from on-network MCPTT service to UE-to-network relay MCPTT service is described in figure B.1-1. The procedure for service continuity in the opposite direction is identical.


Figure B.1-1: Service continuity from on-network to UE-to-network relay
As illustrated in figure B.1-1:
-	Initially UE-1 has a direct connection to the network (on-network MCPTT service). It is registered with the SIP core and is engaged in a SIP session with the MCPTT Application Server (solid lines SIP-1 and MCPTT-1 in figure B.1-1).
-	When UE-1 realises that it is losing connection to the network, or after the connection to the network has been lost, UE-1 discovers a UE-to-network relay (UE-R) and establishes a PC5 connection with UE-R. UE-1 registers with the SIP core over the target access leg and enters UE-to-network relay MCPTT service by transferring the media streams over the target leg (dashed lines SIP-1 and MCPTT-1 in figure B.1-1).
-	The SIP session is anchored at a Service Centralisation and Continuity Application Server (SCC AS) before and after the handover, as described in 3GPP TS 23.237 [10].
Depicted in figure B.1-2 is the call flow for service continuity when the UE switches from on-network MCPTT service to UE-to-network MCPTT relay service.


Figure B.1-2 Service continuity when UE switches from on-network MCPTT service to UE-to-network relay MCPTT service
0. UE-1 has a direct connection to the network and is engaged in a SIP session with the MCPTT AS (on-network MCPTT service). The SIP session is anchored at a Service Centralisation and Continuity Application Server (SCC AS) and a Session transfer Identifier (STI) is assigned for the anchored SIP session, as described in 3GPP TS 23.237 [10].
1. UE-1 realises that it is losing connection to the network or has completely lost it.
2. UE-1 (in the role of remote UE) performs ProSe UE-to-network relay discovery over PC5 and establishes a secure point-to-point link with the relay (UE-R) over PC5. As part of this process the remote UE is mutually authenticated at PC5 layer with either the relay or with the network as specified in 3GPP TS 23.303 [14]. In the process UE-1 is also assigned an IP address/prefix by the relay.
NOTE 1:	If step 2 is started after losing connection, the service interruption can be noticeable to the user.
NOTE 2:	Step 2 will be entirely described under in 3GPP TS 23.303 [14].
3: UE-1 registers with the SIP core over the UE-to-network relay leg.
4. In order to transfer the media streams of the SIP session UE-1 sends an INVITE message on the new access leg towards the SCC AS. The INVITE message includes the STI identifying the session to be transferred. The SCC AS identifies the session based on STI and updates the session over the remote access leg i.e. towards the MCPTT AS.
5. The procedure is completed when all media streams have been transferred on the access leg relayed via UE-R. At this point UE-1 may deregister the on-network leg if it still has direct network connection (not shown in the figure).
NOTE 3:	The procedure for service continuity is always completed with unicast delivery on the target side. If MCPTT content is being distributed on the target side in multicast mode, then switching from unicast to multicast delivery is performed after completion of the service continuity procedure.
[bookmark: _Toc155282606]
Annex C (informative):
Application Priority
[bookmark: _Toc155282607]C.1	Use of application priorities
Different communications between two or more MC service users need to be distinguished in their urgency in order to appropriately or less preferably allocate 3GPP system transport resources. Also simultaneous incoming communications to a MC service user requires an indication of the urgency in order to preferentially join the communication in accordance with the urgency.
To make this distinction of urgencies, the MC system necessarily supports different types of priorities and corresponding levels within each priority category representing the relative importance of a request at the application level. The use of application priority allows the MC system to decide whether a communication establishment or modification request can be accepted or needs to be rejected (e.g. in case of transport resource limitations), or it allows the MC service client to rank simultaneous incoming communication for presentation to an MC service user. Hence the application priority can also be used to decide which existing transport resources (e.g. bearers) to pre-empt during resource limitations. Such pre-emption capability information defines whether a communication can obtain transport resources that were already assigned to another communication with a lower priority level. The pre-emption vulnerability information defines whether a communication can lose the resources assigned to it in order to admit a communication with higher priority level.
The following types of application priorities are provided by the MC system:


Figure C.1.-1: Types of application priorities in the MC system
Communication priority involves a combination of the type of call/communication, the role of the requesting MC service user, and the predefined/requested priority of the initiating MC service user and/or group.
Presentation priority involves the determination of which communications, from within multiple simultaneous possible, are the highest priority to present to the MC service user either audibly or visibly. An example would be a private call received at the same time as an emergency call on a monitored group. This category can be configured uniquely for each MC service user.
Floor priority involves the determination of who can transmit within a communication at a particular time. This is essentially the priority of the MC service user according to its profile, and possibly modified by its role and/or mode of service (e.g. using emergency or imminent peril call). This category is used, for example, to determine the ordering of the floor control queue within an established communication.
[bookmark: _Toc155282608]
Annex D (informative):
Consideration MC gateway UE selection
[bookmark: _Toc155282609]D.1		General
Operating conditions can influence the selection and the use of the MC gateway UE and its response/decision on providing an MC client connection to the MC server. Potential conditions should be verified by the MC gateway UE when sending connection notification, and upon reception of the connection authorization response.
Such status information can be considered by the MC client either to associate with another MC gateway UE (e.g. with better operating conditions for the requested service), or to re-associate to the same MC gateway UE (e.g. reattempt association after a certain time).
[bookmark: _Toc155282610]D.2		Potential Conditions
Possible operating conditions information could belong to one of the following categories:
MC gateway UE capacity limits
The MC gateway UE might not be able to allow MC clients to associate when the limit of connected MC clients has been reached.
3GPP access congestion
The MC gateway UE can make use of to the special Categories/Access Identity, the preferential access applies based on its assigned Access Control Class/Access Identity during periods of congestion. The MC gateway UE subscription allows to obtain priority treatment for the required communication.

Nevertheless, the serving access network can indicate to the UEs (including MC gateway UE) that Access Class Barring applies and this can passed by the MC gateway UE to the associated MC client.

PLMN reselection and migration 
Depending on operator policy, roaming agreements, and on national/regional regulatory requirements MC gateway UE disassociation and re-association with the corresponding MC server are necessary (e.g. to handle the IP connectivity, QoS, etc.).
Network status information
If the network status information of an EPS/5GS capability available at MC gateway UE, it can be further propagated to the corresponding associated MC clients for further processing (e.g. if the requested QoS for service can be provided for MC client or not).
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