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[bookmark: foreword][bookmark: _Toc128633600]Foreword
This clause is mandatory; do not alter the text in any way other than to choose between "Specification" and "Report". 
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z

[bookmark: introduction][bookmark: scope]

[bookmark: _Toc128633601]1	Scope
The present document describes use cases and aspects related to efficient communications service and cooperative operation for a group of service robots including: 
· exposure of information between application layer and communications layer,
· support of on-demand high priority communications,
· KPIs for large-scale group operation scenarios,
· support of scalable and efficient use of communication resources,
· requirements related to media applications specific for service robots, and
· aspects related to security, privacy and charging
that are relevant to support stable operation of service robots. This document also describes the existing service requirements and potential correlation with other studies.  
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[bookmark: definitions][bookmark: _Toc128633603]3	Definitions of terms, symbols and abbreviations

[bookmark: _Toc128633604]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Note: Cited from IEEE 1872-2015 [9]
automated robot: A role for a robot performing a given task in which the robot acts as an automaton, not adapting to changes in the environment and/or following scripted plans..
fully autonomous robot: A role for a robot performing a given task in which the robot solves the task without human intervention while adapting to operational and environmental conditions. 
orientation measure: Essentially a measure (Measure in SUMO) attributed to a (physical) object (Object in SUMO) concerning information regarding where the object is pointing to in relation to the reference object of the orientation coordinate system. 
orientation region: Defines a region or interval orientation in relation to a reference object (Object in SUMO). For instance, the “south” interval of a compass constitutes an orientation region in the one dimensional, circular coordinate system of the compass. Eventually, position regions and orientation regions are referred by similar words. For instance, it is valid to say that a robot is at the north position, facing north. The former relates to a position region, i.e., the north region of a given country; the later relates to an orientation region, i.e., the orientation interval around north on the compass.  
orientation value: A value in a coordinate system denoting a specific orientation. Orientation values in one coordinate system can be mapped to other coordinate systems. An example of use of orientation value is in “the robot is oriented 54° in relation to the reference object.”
remote-controlled robot: A role for a robot performing a given task in which the human operator controls the robot on a continuous basis, from a location off the robot, via only her/his direct observation. In this mode, the robot takes no initiative and relies on continuous or nearly continuous input from the human operator. 
robot actuating part: A role for devices (Device in SUMO) that allow for the robot to move and act in the surrounding environment. 

robot communicating part: A role for devices (Device in SUMO) that serves as instruments in a robot, robot communication process or a human-robot communication process by allowing the robot to send (or receive) information to (or from) a robot or a human. 
robot group: A group (Group in SUMO) of robots organized to achieve at least one common goal. 

robot processing part: A role played by processing devices which allows the robot to process information.
robot sensing part: A role played by any measuring device (MeasuringDevice in SUMO) that allows the robot to acquire information about its environment. 
robot: An agentive device (Agent and Device in SUMO) in a broad sense, purposed to act in the physical world in order to accomplish one or more tasks. In some cases, the actions of a robot might be subordinated to actions of other agents (Agent in SUMO), such as software agents (bots) or humans. A robot is composed of suitable mechanical and electronic parts. Robots might form social groups, where they interact to achieve a common goal. A robot (or a group of robots) can form robotic systems together with special environments geared to facilitate their work. 
semi-autonomous robot: A role for a robot performing a given task in which the robot and a human
operator plan and conduct the task, requiring various levels of human interaction. 
teleoperated robot: A role for a robot performing a given task in which a human operator, using sensory feedback, either directly controls the actuators or assigns incremental goals on a continuous basis, from a location off the robot. A teleoperated robot will complete its last command after the operator stops sending commands, even if that command is complex or time-consuming.

[bookmark: _Toc128633605]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

ALFUS 	Autonomy Levels for Uncrewed Systems
ORA 		Ontology for Robotics and Automation
R&A 		Robotics and Automation
SOBOT	Service Robot
SUMO 	Suggested Upper Merged Ontology


[bookmark: clause4][bookmark: _Toc128633606]4	Overview
Editor’s Note: To include medicated interpretation of the Study Objective into the details of this Technical Report. This includes the related industry verticals that utilize the group operation of service robots, such as enterprise building cleaning / disinfection, robotics-assisted search and rescue operation with coordination, hazardous control operation under extreme conditions (that are affecting both communications and robotic manipulations that are required for a given task), multi-agent heterogeneous delivery of items with coordination, smart agriculture support (e.g., agriculture 4.0), and the like.



[bookmark: _Toc128633607]5	Use cases 
[bookmark: _Toc128633608]5.1	Online cooperative high-resolution 3D map building 
[bookmark: _Toc128633609]5.1.1	General description
This use case considers a low-energy (or energy-efficient) cooperation scenario to collaboratively build a 3D map among a group of multiple robots, aiming at usage for unstructured settings, such as enterprise building cleaning, preparation for disinfection of large-scale building, and automation for agriculture. With cooperation among multiple robots gathering measurement data, it would be possible to either save energy or build a better quality outcome, or to attain both [5-7].
NOTE 1: Some aspects related to “automation for agriculture” can also be studied with a combined scenario of ground mobility and aerial mobility.
NOTE 2: The meaning of “map” in this use case is not necessarily limited to geographic appearance but it may also include still life objects that are useful or essential for robots working in an irregular and/or unstructured setting.
A group of service robots that are equipped with capabilities of multi-dimensional ambient sensing, computing (standalone and/or via compute fabric), federation in learning and model building, and 3GPP subscription-based communication, are in cooperation for a single joint project.
The availability of communication service to/from edge (or cloud) is three fold: not available, temporarily unavailable, or available (for certain period of time; positive interpretation although the term “available” does not mean “permanently available”).
NOTE 3: This use case is mostly focused on ProSe-based operation (also, referred to as “ProSe-based”) with partial or intermittent connection to NG-RAN (or to edge server via NG-RAN).
The edge (a server), if available for one or more of these service robots, will assist them to alleviate their computational burdens (that are or are not within the scope of 3GPP), giving rise to a demand of accessing service-specific network slice(s) or other forms of network resources with certain performance requirements.

An operator of robotic applications starts operating a group of service robots which are UEs.
These service robots discover each other and share their capabilities.
NOTE 4: For each service robot (UE), capabilities include certain characteristics such as types of supported RATs (e.g., NR, E-UTRA, or non-3GPP access technology) and information that are not within the scope of communications layer, such as remaining battery life.
All or some of these service robots form a working group (with one or more leader robots) and starts communicating.
Member robots send measurement data to a leader robot so that the leader robot can perform the next step to build a 3D map.
NOTE 5: The roles of leader robot(s) include coordination required for the operation of the working group of service robots, such as acting as sync master for other robots (sync devices) within the working clock domain.

These service robots scan environmental parameters, including 3GPP service availability, and collaboratively decide which operational scenario they should choose (i.e., Uu-based or ProSe-based, also referred to as ProSe-based).
Each service robot in the working group walks in coordination with each other, forming a gregarious cluster (i.e., distance between any pair is not unnecessarily far, degrading the performance of map building outcome).
Each service robot is exposed to uneven surface along its trajectory (e.g., signal angle measurement is not static, unpredicted loss of measurement accuracy level is likely to happen).
Depending on the accuracy level of 3D map at certain spot of the job site and decision made by the leader robot(s), the application layer of the leader robot requests to adjust the clock synchronisation target value within the clock synchronisation budget.
While moving along, one member robot, say robot A, faces some issue, resulting an unexpected drop in the moving speed.
Member robot A has already predicted this issue beforehand: its follow-up actions include reporting this information to a leader robot and marking time stamp on the measurement data with this outlier situation.
It is up to member robot A whether or not, to send the measurement data with outlier indication to a leader robot.
It is up to the leader robot whether or not, to use the received data with outlier indication, if received from member robot A, for 3D map building.
Later, member robot A gets a little bit away from the gregarious cluster, leading to a temporary loss of connection to a relay UE robot (or to gNB in Uu-based scenario). Member robot A promptly resumes a connection.
[image: ]
Fig. 5.1.1-1: Inter-robot operation example when a network of service robots that have ambient intelligence (e.g., intra-robot operation) are in cooperation for a joint project [5,7]. 

The working group of service robots can build up 3D map with only necessary level of accuracy so that they do not have to consume computing and communication resources to build up a 3D map of an area that is overly accurate.
Also, for an important area, they could adjust the level of accuracy.
They could prevent potential noise factors that could have contributed to the quality of 3D map with the help of prediction-based indication.
A robot that has instantaneously lost a connection can resume a connection very promptly and send time-critical information to other member(s).

[bookmark: _Toc128633610]5.1.2	Related existing service requirements
Clock synchronisation: 3GPP TS 22.104 [2]
· clause 5.6.1 Clock synchronisation service level requirements
· clause 5.6.2 Clock synchronisation service performance requirements
· clause 7.2.3.2 Clock synchronisation requirements
Timing resiliency: 3GPP TS 22.261 [3]
· clause 6.36.2 General requirements to ensure timing resiliency
· clause 6.36.3 Monitoring and reporting
· clause 6.36.4 Exposure
Multi-path relay: 3GPP TS 22.261 CR0651
· clause 6.9.2.1 support of a traffic flow of a remote UE via different indirect network connection paths
Positioning: 3GPP TS 22.261
· clause 7.3.2 High accuracy positioning performance requirements (see also clause 5.7.1 of 3GPP TS 22.104 for Factory of the Future scenario)
Service continuity: 3GPP TS 22.263 [4]
· clause 5.5 Service continuity

[bookmark: _Toc128633611]5.1.3	Challenges and potential gaps

The following applicable aspects are identified and recommended for further study and can be further considered with other ongoing or recently completed Studies if applicable.
[CPG-5.1-001] 5G system is expected to be able to provide a means to ensure [a very high accuracy level] of clock synchronization to support that a group of service robots can build up 3D map collaboratively (i.e., synchronization among service robots within a collaborating group and synchronization among the multiple sources related to the respective service robots) in which the accuracy level is required by the applications layer.
NOTE 1: Clock synchronization accuracy is provided by 5G system in order to support applications that require time-sensitive communication. The accuracy level of clock synchronization is 900 ns [2]
Editor’s Note: The value for very high accuracy level of clock synchronisation will be revisited.

[CPG-5.1-003] 5G system is expected to be able to ensure the integrity and validity of clock synchronization for a designated length of time when a group of service robots are in ProSe-based operation outside the coverage area served by NG-RAN.
NOTE 2: The time length is dependent upon the type of project.
Editor’s Note: The possible ranges for the time length are TBD.

[CPG-5.1-004] 5G system is expected to be able to provide a means for UE(s) to adjust the accuracy level of clock synchronisation.
[CPG-5.1-005] 5G system is expected to be able to provide a means to share the accuracy level and integrity-related info of clock synchronization with the cloud (in Uu-based scenario) or with the leader robot (in ProSe-based scenario). 

[CPG-5.1-006] 5G system is expected to be able to provide a means to resume the connection when an ongoing connection is disrupted (e.g., due to radio link failure b/w a robot and the communicating counterpart) within [a very short period of time], required by the applications layer.
Editor’s Note: The value will be revisited.
[CPG-5.1-007] 5G system is expected to be able to provide a means to allow a member robot that has predicted communication disruption or measurement failure to disseminate necessary information, which is required by the applications layer, to one or more destinations within a very short period of time required by the applications layer.
Editor’s Note: More clarification on the existing capability and new expected capability is FFS.

[bookmark: _Toc112789854][bookmark: _Toc128633612]5.2	Real-time cooperative safety protection
[bookmark: _Toc112789855][bookmark: _Toc128633613][bookmark: _Toc112789856]5.2.1	General description
This use case considers the collaboration between security staff and robots to complete security protection of a certain geographical area, including patrolling based on the configured route, target identification, target tracking, intelligent detection, alarm report, etc. The security protection task requires real-time information sharing among robots, security staff and remote security controller. In addition, the decision or adjustment of security protection schemes, which may be made by a leader robot, a security person or a remote security controller, also needs to be received and executed by all the participants (e.g. robots or security staff) synchronously.  Through the real-time collaboration among robots, security staff and remote security controller, the performance and efficiency of security protection can be improved. The real-time cooperative safety protection also can reduce the labour intensity and work risks of security staff, as well as the cost (e.g. the number of security staff).
For example, one of the most important features of smart factory is safety production solution. Robots play an important role in smart factory. A group of robots equipped with cameras and sensors are used to collect and report real-time information periodically according to the configured route. The security protection decision maker can be a leader robot, a security person or a remote security controller. Based on the latest global information, the decision maker determines whether there is a security event and how to respond.  The potential events of security protection contain intrusion detection, fall detection, smoke and flame identification, critical access occupancy identification, helmet identification, etc. 

[image: ]
Fig. 5.2.1-1: Real-time cooperative safety protection
A group of robots equipped with cameras, sensors and 3GPP-based communication capabilities (e.g. direct network connection, indirect network connection or both) cooperatively work together to complete security protection of a certain geographical area. According to the complexity of the security protection task, the intelligence level of robots and the quality of communication service, a security person equipped with a 3GPP-based UE or a remote secure controller may be needed. 
A security protection task is configured and started, which includes patrolling based on the configured route, target identification, target tracking, intelligent detection, alarm report, etc. A leader participant is chosen according to the complexity of the security protection task, the intelligence level of robots, the quality of communication service, etc. The leader participant is in charge of collecting the latest information from other participants and determine the control information for other participants based on the latest global information. The leader participant can be a security person, a leader robot or a remote security controller. These three cases can be switched or used collaboratively. Taking a security person as the leader participant for example, service flows are described as follows.
1. Robots and the UE of security staff in the same security protection task discover each other and share their capabilities. The capabilities include both communication capabilities and service capabilities (e.g. sensor type, leader participant capability).
2. Based on the initial configuration, the leader participant (the UE of a security person) receives the latest information (e.g. location, target characteristic update, camera information, channel state information) from other participants (e.g. robots, other security person) periodically. The time period is about 1ms to 100ms depending on the security protection task. For example, the sampling rate of indoor intrusion detection is 50Hz (20ms) in [8]. When the camera information of each UE is video steam, data packets from a frame or video slice [19] are relevant. In some implementations all the data packets are needed, if some data packets are missing other data packets are useless. Therefore, to save the resources, when some data packets of a frame or video slice cannot be transmitted on time, other data packets from the same frame or video slice shall be discarded.
3. A single robot can only provide limited partial information, which is generally not enough for making decision. One of the potential processing methods is shown in Fig. 5.2.1-2When, after the leader participant receives all the participants' data arrived in the first decision period (e.g., in the blue blockthe information from all participants in the synchronized pace, the leader participant processes all the data in the blue block to generate the global information can be generated by the leader participant via processing all the synchronized information. when some data packets of a participant cannot be transmitted on time, other data packets of other participants with the same time stamp shall be discarded to save network resources. 
Based on the global information, the leader participant decides whether there is a security event (e.g. intrusion, fall, smoke, flame).  The decision maker determines whether there is an intrusion every 100ms in [8]. Ideally the packet data of each participant with the same time stamp shall arrive at the leader participant at the same time. However, the channel status is different for all robots, which will lead to different QoS for the data transmission (e.g., transmission delay, reliability). In some cases, the data packets of a participant often arrive at the leader participant in the last 20ms. Although the data packets of other participants can arrive at the leader participant in the first 20ms, the leader participant still need to cache the received data (for at most 80ms) to wait for data from the last participant. Moreover, the decision cannot be processed until the last data arrives, which means higher computing capability is required. Considering the power consumption and size of UE/robot, the capacity of computing and cache/storage is limited. Synchronous transmission among the participants is required to save storage and simplify the processing logic of the UE/robot. Generally, the arrival time difference shall not exceed the time period of data report, which is about 10ms to 100ms. For example, the decision maker determines whether there is an intrusion every 100ms [8]. There are 5 information reports per 100ms for each robot because the sampling rate of indoor intrusion is 50Hz. This means that all reports data of each robot need to arrive at the leader participant within 100ms. 
If the data packets do not arrive within the required time period, the data packets are useless even though they are transmitted successfully. Moreover, the global information cannot be generated because the data packets of some participants are missing. Therefore, to save the resources, the data packets with the same time stamp from the rest participants shall be discarded when data packets of one or more participants cannot be transmitted on time. 
4. If the leader participant detects a security event based on the processing in step 3, the leader participant decides how to respond and sends control information to other participants. Upon receipt of the control information, all the participants will execute their own respond task cooperatively: some participants may move to their target locations at the specified time, some participants will track the specific target, other participants may broadcast alarm tone, etc.
5. Repeat step 2~4 until the security protection task is completed. The participants can use direct network connection or indirect network connection to communicate with each other based on the quality of communication service of each link.
When one of robots is the leader participant, the performance requirement of synchronized transmission may be stricter. Even the leader robot usually is with higher computing capability and intelligence level, it still needs more time to process information, hence the time for communication would be shorten. When the remote security controller is the leader participant, the latency of wireless network transmission may be shorter because of the longer distance. 
[image: ]
Fig. 5.2.1-2: The schematic diagram of data transmission in a safety protection task
All the participants can share latest information synchronously and execute real-time control cooperatively. The assigned security protection task can be completed efficiently.
[bookmark: _Toc128633614]5.2.2	Related existing service requirements 
Clock synchronisation: 3GPP TS 22.104 
· clause 5.6.1 Clock synchronisation service level requirements
· clause 5.6.2 Clock synchronisation service performance requirements
· clause 7.2.3.2 Clock synchronisation requirements
Packet Delay Budget: 3GPP TS 23.501
· clause 5.7.4 Standardized 5QI to QoS characteristics mapping 
TS 22.261 does not contain any requirements for synchronization transmission of multiple UEs.

[bookmark: _Toc128633615]5.2.3	Challenges and potential gaps
The following applicable aspects are identified and recommended for further study and can be further considered with other ongoing or recently completed Studies if applicable.
[CPG-5.2-001] 5G system is expected to be able to provide a means to ensure synchronous arrival of associated data transmission for a collaborating group of UEs within a defined accuracy level.
[CPG-5.2-002] 5G system is expected to be able to provide a means to support efficient data transmission when some data from one UE are not needed based on the synchronization need for the collaborating group that the UE belongs.
Editor’s note: [CPG-5.2-002] is FFS.
T.B.D.





[bookmark: _Toc128633616]5.3	Smart Communication Support for Data Collection and Fusion Using Multimodal Sensors in Multi-Robot / Multi-Agent Scenarios 
[bookmark: _Toc128633617]5.3.1	General description
This use case considers a smart cooperation scenario for a group of robots to collaboratively build an information set (e.g., dataset or knowledge base in AI/ML) through data/sensor fusion [15] when the fusion of data from multimodal sensors is conducted by a group of robots.
NOTE: The term “fusion” in “data fusion”, “sensor fusion” and so on, is also exchangeably used as “integration”.
The term “smart” is intended to suggest a concept of consuming low-energy, energy-efficient, resource-efficient and/or situation-aware means of communication to support an intended fusion task for the group of robots.
The use of “levels of fusion” is expected to help the United Nations Sustainability Development Goals (SDGs) in several aspects.
Providing that the 5G advanced technology enablers are designed in resource-efficient ways for various types of resources (e.g., radio resources, network resources, material, such as battery related), such considerations can also help provide affordable 6G services in the society, especially when certain groups of residents, patients, public-safety officers, or underrepresented need the communication services the most at a critical point in time in their everyday living. Refer to Annex <A> for some examples that have already been identified.

There are various scenarios of multi-robot / multi-agent group operations in which a robot should be able to identify certain information (e.g., detecting an object, detecting multiple objects at the same time) or collect data that should be shared with other robots in that group in real-time. Fig. 5.3.1-1. shows two examples. 
When a robot in a group begins to collect certain data (or information), the robot should determine what it should do with the data, such as whether to share the data without any pre-processing inside the robot (i.e., applications layer role utilizing some input coming from the communications layer), or to perform certain level of pre-processing before sharing the processed form of data with other participants (or participating robots) in the group for a certain task.


	



(a)
	[image: ]

	


(b)
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Fig. 5.3.1-1: Examples of using sensor data where objects are in different dimension/size and/or in different ranges. (a) Two distinct objects (A and B) of the same size at the different range (b) Two distinct objects (A and C) of different sizes at the same range (approximately). 

Fig. 5.3.1-2 shows an example where both communication needs (i.e., sensor data that are outcome of one of multiple levels of fusion process inside the originating robot) and communication opportunities (i.e., how much communication resources are likely to be available for a robot when there are multiple robots in place) are fluctuating, leading to a complex scheduling load onto 5G systems, such as at a RAN node or a CN node.
In order for 5G systems to be able to efficiently and reliably support the dynamic need of transmission opportunities, it is necessary to ensure that robots (as a UE) should be provided with a suitable means to share their intents (e.g., levels of fusion, desired amount of traffic to transmit at certain point in time).

[image: ]
Fig. 5.3.1-2: Example of different levels of communications opportunity need (or transmission opportunity need) under a combination of normal and challenging (or extreme) communication conditions. Both communication needs (e.g., traffic volume and communication link availability) can be different and dynamically fluctuating subject to changes in a given environment.

[bookmark: _Toc128633618]5.3.2	Related existing service requirements
Clock synchronisation: 3GPP TS 22.104 
· clause 5.6.1 Clock synchronisation service level requirements
· clause 5.6.2 Clock synchronisation service performance requirements
· clause 7.2.3.2 Clock synchronisation requirements
NOTE 1: The types of sensor data and media that robots are collecting, pre-processing and sharing with each other and/or with edge cloud (or edge server, cloud server) are related to the need of fulfilling the above sets of requirements. Clock synchronization requirements are mostly related to ProSe communication scenarios.
Timing resiliency: 3GPP TS 22.261
· clause 6.36.2 General requirements to ensure timing resiliency
· clause 6.36.3 Monitoring and reporting
· clause 6.36.4 Exposure
NOTE 2: Timing resiliency is considered as a set of preconditions that ensure the “clock synchronization” especially when robots (as a UE) or the leader robot(s) (as opposed to “robot followers”) are served by at least one PLMN.
Multi-path relay: 3GPP TS 22.261
· clause 6.9.2.1 support of a traffic flow of a remote UE via different indirect network connection paths
Service continuity: 3GPP TS 22.263
· clause 5.5 Service continuity
NOTE 3: Service continuity is not necessarily related to all types of sensor data and media.

The following aspects are considered as potentially covered by the existing service requirements (Refer to Table 5.3.2-1). It is FFS whether there exist some gaps that are not identified.
Table 5.3.2-1. Support of communications layer adaptive to the use of different levels of fusion and to dynamic changes of communication resource availability.
	Approach by “Levels of Fusion”
	Existing features / requirements
	Remarks

	Thee-level approach
	[CPG-5.X-002a] [Underground model] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [10 m] (depth) x [50 m] (radius, horizontal range).
NOTE 2: Radio propagation characteristics can affect the performance but are not the scope of stage-1 study.

[CPG-5.X-002b] [Near-ground surface model 1] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [10 m] (height) x [500 m] (radius, horizontal range).
NOTE 3: Model 1 is related to initial search in, e.g., urban search and rescue scenarios.

[CPG-5.X-002c] [Near-ground surface model 2] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [10 m] (height) x [50 m] (radius, horizontal range).
NOTE 4: Model 2 is related to intensive search in, e.g., urban search and rescue scenarios.

[CPG-5.X-002d] [Underwater model] 5G system is expected to be able to support up to [TBC] robots with a deployment and operation model with a range of less than [50 m] (depth) x [1000 m] (radius, horizontal range on water surface).

	




[bookmark: _Toc128633619]5.3.3	Challenges and potential gaps

The following applicable aspects are identified and recommended for further study and can be further considered with other ongoing or recently completed Studies if applicable. The following aspects in Table 5.3.3-1 are expected to be supported.

Table 5.3.3-1. Support of communications layer adaptive to the use of different levels of fusion and to dynamic changes of communication resource availability.
	Approach by “Levels of Fusion”
	Challenges and potential gaps
	Remarks

	Thee-level approach
	[CPG-5.X-001] 5G system is expected to be able provide a suitable means with a very high efficiency and reliability to accommodate the dynamic changes at a robot’s application layer related to traffic demand (e.g., caused by using different levels of data/sensor fusion within a robot.
NOTE 1: Examples include a suitable API that can support many intra-robot sessions between robot’s applications layer (e.g., “robot sensing part”, “robot processing part”, “robot actuating part”) and communications layer (e.g., “robot communication part”).
Editor’s Note: In the above CPG, the degrees of efficiency and reliability are FFS.

	

	Six-level approach
	FFS
NOTE 5: It is considered more complex to apply, compared to three-level approach due to the increased quantity/dimension of computation and communication needs.
	




[bookmark: _Toc128633620]5.4	Media-related use cases 
[bookmark: _Toc128633621]5.4.1	General description
[bookmark: _Toc128633622]5.4.1.1	Video surveillance
The use cases focus on media aspects of service robots composed of visual sensors such as cameras and equiped with capabilities to analyze video signals (such as feature extraction, object tracking and detection…) and are able to process this information (i.e., take consequent action). Those use cases are directly related to the standardization effort in MPEG for defining a media compression format called Video Coding for Machines (VCM). Associated MPEG use cases and requirements are available here [17].
This use case addresses the scenarios in which automatic object detection and tracking is achieved with video cameras. One illustration is the monitoring of indoor environments in which features of the captured video need to be extracted, such as intrusion detection, fire detection, trusted individuals recognition…
The basic service configuration is depicted in the Figure 5.4.1-1 below.
[image: ]
Figure 5.4.1-1: Use case on video surveillance
In this scenario, video cameras capture a video stream together with related features extracted from pre-processing such as object detection and tracking and are sent to the back-end server for analysis and processing.
The uplink bandwidth is expected to be used in an optimized way in a configuration in which there is no need for human understandability of the signal. The image quality requirements are thus limited to the machine interpretation. 
[bookmark: _Toc128633623]5.4.1.2	Intelligent transportation
In a smart traffic system, cars may need to communicate features between each other and other sensors in order to perform different tasks. Sensors in the infrastructure may communicate features towards different vehicles, which then use these features to do object detection, lane tracking, etc. Final processing of these features is done on the individual vehicles.
An example is illustrated Figure 5.4.1-2. The front car with multiple cameras sees the surrounding environment and detect and recognize objects such as cars, pedestrians, or street furniture or even recognize events such as traffic jams or accidents potentially using (deep) neural networks. The processed data (feature maps) may be consumed internally for desired tasks and/or the extracted features may be compressed and transmitted to other surrounding cars/infrastructure (e.g., side road cell/grid) for further analysis. Sending a standardized compact bitstream is essential for interoperability between various vendors, IoV (Internet of Vehicle), and IoT (Internet of Things) applications.
[image: ]
Figure 5.4.1-2: Use case on V2X communications
The bandwidth is expected to be used in an optimized way in a configuration in which there is no need for human understandability of the signal. The image quality requirements are thus limited to the machine interpretation. 
[bookmark: _Toc128633624]5.4.2	Related existing service requirements
There is no service requirement known that relates to the bitrate efficiency of robotics video signal, however the Release 16 study on enhancement of 3GPP support for 5G V2X services in TR 22.886 [18] describes the KPIs for video data sharing particularly for machine-centric video data analysis. The following parameters are used as related KPIs:
-	Latency: less than 10ms.
-	Data rate 100 – 700 Mbps.
-	Reliability 99.99%.
[bookmark: _Toc128633625]5.4.3	Challenges and potential gaps
The following applicable aspects are identified and recommended for further study and can be further considered with other ongoing or recently completed Studies if applicable.
Functionality aspects:
[CPG-5.X-001] 5G system is expected to convey media signals for machine type communications that support feature extraction and descriptor signalling.
NOTE : The type of feature and descriptor is out of scope of this document.
Efficiency aspects:
[CPG-5.X-002] 5G system is expected to meet the service requirements to enable communication between robots using media formats offering at least a better compression efficiency than the 3GPP codecs already specified for human consumption.


5.5	Patrol robots in CCRC
5.5.1	General description
This use case considers the service robots in Continuing Care Retirement Community (CCRC). CCRC is the community that provides the continuing care for the elderly. There are several types of assistance and care required in the community. First is the independent living, in which residents could take care of themselves and require limited assistance from the assistants. Second is the assisted living, in which residents need help as needed with daily tasks such as bathing and dressing. Third is the 24-hour nursing home care, which usually in a dedicated skilled nursing facility.
There are multiple types of robots served in the community. For example, patrol robots could help with the community security and personnel security, such as detecting the fallen elderly around the community for a quick rescue. There could be uncrewed aerial vehicle patrol robots and patrol robots on the ground as shown in the following figure.
The cellular coverage usually doesn’t cover the whole community. Relays could be placed within the community to extend the cellular coverage for ensuring the communication of the patrol robots, for example, placing them with the surveillance cameras, which are assumed to be well located within the community.
[image: ]
Fig. 5.5.1-1: Patrol robots in the CCRC.
Daily patrolling:
1. When the patrol robot is in weak cellular coverage, it automatically switches to the indirect network connection. It could connect to the base station via the stationary relays that are placed with the surveillance camera. When it detects the connection to the base station is well enough, it would switch to the direct network connection.
2. The patrol robot would take videos or photos when it detects the security event from its sensing unit and send to the control centre.
[bookmark: _GoBack]Medical assistanceevent:
[image: ]
Fig. 5.5.1-2: Medical assistance event with patrol robots.
1. When an elderly feels uncomfortable at home, he/she could ask for medical assistance from the control centre of the CCRC by pressing a bottom in his/her home. The control centre would dispatch the nearest patrol robots for measuring and monitoring the vital signs of the elderly, such as heart rate, blood pressure and blood oxygen by connecting with the sensing devices.
2. In order to dispatch the nearest patrol robot, the control centre should obtain the location information of the patrol robots, and the patrol robots should be equipped with dynamic path planning to find the nearest path. Communication between the control centre and the patrol robots could be direct network connection or indirect network connection.
3. The patrol robot gets a temporary authorization to connect to the elderly personal smart devices to monitor his/her health condition.
4. When the patrol robot arrives, it connects with the smart watch that the elderly is wearing or smart devices at home with sensing capabilities, which could monitor the vital signs. The vital signs of the elderly could be transmitted to the first-aider via the smart watch and the patrol robot. Also, the patrol robot is equipped with camera that could capture the live video of the elderly for health monitoring. The live video from the camera and the vital signs transmission should be synchronised.
4. Once the first-aider arrives, the first-aider could operate the medical treatment immediately.
5.5.2	Related existing service requirements
Indirect network connection: 3GPP TS 22.261
· Clause 6.9 connectivity models requirements
Positioning: 3GPP TS 22.261
· Clause 6.27.2 Positioning services requirements
Management of a PIN: 3GPP TS 22.261
· Clause 6.38.2.2 Authorizing/deauthorizing PIN Elements with Management Capability
5.5.3	Challenges and potential gaps
None.


[bookmark: _Toc128633626]5.6	Real-time conversational robot
[bookmark: _Toc128633627]5.6.1	General description
This scenario proposes a service robot who participates in a spoken conversation with a human. 
Voicebots can enable an elderly person to access those digital services which use is difficult for them due to physical or cognitive challenges. Voicebots are well suited especially for primary contacts with customer service, because they make it easier and faster to access the services. In addition, voice bots can help in gathering information related to elderly’s wellbeing and functioning, for example. This can speed up health care personnel’s response to the customer's service needs, making the allocation of resources easier while improving patient safety as a consequence. 
In addition, voicebots can support health care professionals to perform routine tasks which often requires lot of resources. Voice-based solutions can speed up, for example, making appointments, reporting laboratory results, or customer surveys for large groups. In this manner, professionals’ resources would be freed up for those tasks where there is need for human service.
Fundamentally, a voicebot can work in one of three ways:
1) The user’s device works on the text transcript of the customer’s speech, obtained using an Automatic Speech Recognition (ASR) engine, send this text transcript to a cloud or Edge based Natural language processing (NLP) and natural language understanding (NLU) entity capable of processing text transcripts, receive a response, and the user’s device converts the text response to voice using a Text-to-speech (TTS) engine,
2) The user’s device records voice input as audio samples, transmits these audio samples to a cloud or Edge based Natural language processing (NLP) and natural language understanding (NLU) entity capable of processing speech audio, receive a response, and the user’s device converts the text response to voice using a Text-to-speech (TTS) engine,
3) The user’s device establishes a voice call (VoIP, VoLTE, VoNR, RCS, or other) towards a cloud or Edge function which directly interprets the speech, performs analysis and response formulation, before directly responding to the user by generating speech.
There are latency constraints with solution (1) (many ASR and TTS engines each consume a second of processing time, rendering the speech flow unnatural) which might limit suitability for conversational services. Typically, solution (3) is preferred in the voice assistant industry where conversational response times are less critical. It is proposed here that for voicebot services, solution (3) is the prime candidate. However, it should be noted that if the seconds of latency experienced in solutions (1) and (2) are covered by some language or some sound as the voicebot retrieves information, the perceived latency may be much less insignificant compared to the actual latency.
Solution (3) results in the requirement that the 3GPP system needs to be able to maintain a resilient voice connection with sufficient throughput and quality to enable the user’s speech to be adequately processed at the cloud or Edge ASR engine, to allow for voicebot processing and response generation, and for the voicebot’s response to be received by the user with sufficiently low latency as to enable a perception of “humanity” by the user.
[bookmark: _Toc128633628]5.6.2	Related existing service requirements 
TS 22.261, clause 7.6.1:	To support interactive task completion during voice conversation, the 5G system shall support low-delay speech coding for interactive conversational services (100 ms, one-way mouth-to-ear).
ITU-T Recommendation G.114 & 3GPP TS 26.114:	See Figure XX1 for the relationship between mouth-to-ear delay (one way transmission time for voice, also consider this as voicebot-to-ear delay) and perceived quality by the user
[image: ]
Figure 5.6.2-1: ITU-T Rec. G.114 – Determination of the effects of absolute delay by the E-model.

[bookmark: _Toc128633629]5.6.3	Challenges and potential gaps
None.




[bookmark: _Toc128633630]6	Other considerations
Editor’s Note:  This clause is intended to include implementation and deployment related considerations, e.g., issues and guidelines.  

[bookmark: _Toc128633631]7	Conclusions and recommendations
Editor’s Note: This clause will include a summary of all recommendations about Use Cases that will be collected. I recommend that we should work on this clause at a later phase in order to make a well-prepared summary of recommendations.
[bookmark: _Toc128633632]

Annex <A> (informative):
Levels of Fusion

[bookmark: _Toc128633633]A.1	Levels of Fusion 
[bookmark: _Toc128633634]A.1.0	Description
The use of “levels of fusion” [14,15,16]is expected to help the United Nations Sustainability Development Goals (SDGs) in several aspects.
Providing that the 6G technology enablers are designed in resource-efficient ways for various types of resources (e.g., radio resources, network resources, material, such as battery related), such considerations can also help provide affordable 6G services in the society, especially when certain groups of residents, patients, public-safety officers, or underrepresented need the communication services the most at a critical point in time in their everyday living.

[bookmark: _Toc128633635]A.1.1	A Six-Level Approach
This approach is based on U.S. Department of Defense Joint Directors of Laboratories (JDL) Data Fusion Subgroup. Each of the following six levels of fusion progressively adds meaning at higher levels of abstraction and involves more analysis (Reference: NIST [14]):
1. Level 0 - organize. This is the initial processing accomplished at or near the sensor that organizes the collected data into a usable form for the system or person who will receive it.
2. Level 1 - identify/correlate. This level takes new input and normalizes its data; correlates it into an existing entity database, and updates that database. Level 1 Fusion tells you what is there and can result in actionable information.
3. Level 2 - aggregate/resolve. This level aggregates the individual entities or elements, analyzes those aggregations, and resolves conflicts. This level captures or derives events or actions from the information and interprets them in context with other information. Level 2 Fusion tells you how they are working together and what they are doing.
4. Level 3 - interpret/determine/predict. Interprets enemy events and actions, determines enemy objectives and how enemy elements operate, and predicts enemy future actions and their effects on friendly forces. This is a threat refinement process that projects current situations (friendly and enemy) into the future. Level 3 Fusion tells you what it means and how it affects your plans.
5. Level 4 - assess. This level consists of assessing the entire process and related activities to improve the timeliness, relevance, and accuracy of information and/or intelligence. It reviews the performance of sensors and collectors, as well as analysts, information management systems, and staffs involved in the fusion process. This process tells you what you need to do to improve the products from Fusion Levels 0-3.
6. Level 5 - visualize. This process connects the user to the rest of the fusion process so that the user can visualize the fusion products and generate feedback/control to enhance/improve these products.

[bookmark: _Toc128633636]A.1.2	A Three-Level Approach
A three-level approach was proposed in [15] as follows. In terms of data processing, multi-modal fusion is typically implemented at three different levels of abstractions: 

1. Sensor level: Fusion module processes raw data captured from different sources. If multiple sensors are measuring the same physical aspect, a single feature vector to represent the phenomena under analysis can be directly combined. However, if sensor data represents different phenomena, the data fusion should be completed in a later stage.
2. Feature level: Sensor data is represented by feature vectors. Features are extracted from different sources independently. The fusion module then combines the feature vectors from each module into a single fused feature vector. 
3. Decision level: Features are extracted from each source independently and passed to a corresponding classification module to make their own decision. The Fusion module then consolidates these decisions into one final classification decision.
4. Hybrid models: These models can include more than one level of Fusion. For example, features from two modalities can be combined together to construct one feature set for classification model, the decisions of this classification model are then combined with decisions from a second classification model that is trained using features from a third modality.


[image: ]
Fig. A.1.2-1. A three-level approach for data fusion (source: [15] IEEE).
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