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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc521309602][bookmark: _Toc50029791]
1	Scope
The present document studies various use cases and scenarios using network slices, in order to identify potential service requirements for the 5G system, e.g.:
-	when there is a restriction of network slice to e.g., certain frequency bands/sub bands, RATs, geographical areas, networks and applications, 
-	when a UE has a subscription to multiple network slices and these network slices are deployed for e.g., different frequency bands/sub bands, RATs, geographical area and applications,
-	when there is a preference or prioritization for a network slice over other network slices e.g. when there are conflicting constraints on network slice availability.
The present document also includes a gap analysis of its derived potential requirements versus existing 3GPP requirements.

[bookmark: _Toc521309603]

[bookmark: _Toc50029792]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

[bookmark: _Toc521309604][bookmark: _Toc50029793]3	Definitions and abbreviations
[bookmark: _Toc354562226][bookmark: _Toc50029794]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.

[bookmark: _Toc354562228][bookmark: _Toc50029795]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ACRONYM>	<Explanation>

[bookmark: _Toc521309608][bookmark: _Toc50029796]4	Overview

[bookmark: _Toc521309609][bookmark: _Toc50029797][bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101][bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102][bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103][bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104][bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]5	Use cases
[bookmark: _Toc50029798]5.1.	Initial access scenario for a network slice service
[bookmark: _Toc50029799]5.1.1	Description
Typically, users want for their devices to camp on a cell and be online as soon as possible after power-on. Especially, for 5G System which can provide ultra-low-latency data transport service, it is also important to reduce the time that takes for a device to send a packet after power on, to satisfy overall 5G experience. 
[bookmark: _Toc50029800]5.1.2	Pre-conditions
Figure 5.1.2-1 shows the use case scenario where different network slices are configured on different frequency bands at a certain geographical location. In this scenario, all network slices and radio frequency bands belong to the same operator. 


Figure 5.1.2-1 Initial Setup before-power on
In this use case and figure 5.1.2-1, following is assumed as pre-condition:
-	Initially, UE A1, A2 and A3 are located at location GA and UE B1, B2 and B3 are located at location GB.
-	UE A1 and B1 have a subscription only to slice M, and UE A2 and B2 have a subscription only to slice N.
-	UE A3, B3 and B4 have a subscription to both slice M and slice N. A3 and B3 have preference to slice M while UE B4 has preference to slice N.
-	At location GA, cells are deployed over only frequency F1.
-	At location GB, cells are deployed on both frequency F1 and F2. 
Furthermore, in this use case and in figure 5.1.2-1, due to requirement such as slice-isolation, following is further assumed:
-	Slice M is configured to be provided only if it is accessed over F1.
-	Slice N is configured to be provided only if it is accessed over F2. 
-	Slice N and Slice M are not simultaneously provided to UEs. 
[bookmark: _Toc41474492][bookmark: _Toc50029801]5.1.3	Service Flows
After power-up, following occurs for UE A1, A2 and A3:
-	UE A1, A2 and A3 start searching of available cells.
-	UE A1, A2 and A3 detect cells on Frequency F1.
-	UE A1, A2 and A3 start registration via cells on F1.
-	Based on subscription information, A1 and A3 are served with Slice M.
-	Because the UE A2 does not have subscription for slice M, A2 stays in limited service state on F1 and does not perform further activity toward the cells on F1.
After power-up, following occurs for UE B1, B2, B3 and B4 when the UEs first try F1:
-	UE B1, B2, B3 and B4 start searching of available cells. 
-	UE B1 and B3 select cells on Frequency F1 and start registration via the selected cell. Based on subscription information, the network provides services to UE B1 and B3 with Slice M over F1. 
-	UE B2 and B4 switches to Frequency F2 as soon as possible and selects cells on Frequency F2 and start registration. Because the network does not provide service of F1, UE B2 needs to minimize unnecessary attempt on F1. Similarly, the preferred slice is provided over F1 than F2, the UE B4 needs to move to F2 as soon as possible.
In this use case, it is desirable for the UEs to quickly camp on desired frequency where they can get required network slice services, to minimize time period of service unavailability. E.g. in above service flow, if UE B2 is stuck at F1, the UE B2 is out of service until it moves to F2.
[bookmark: _Toc41474493][bookmark: _Toc50029802]5.1.4	Post-conditions
Figure 5.1.4-1 shows on which frequency each UE camps on finally to get desirable network slice service.


Figure 5.1.4-1 UE status after-power on

[bookmark: _Toc41474494][bookmark: _Toc50029803]5.1.5	Existing features partly or fully covering the use case functionality
When a UE is located in an area where there is an authorized network slice for the UE, the 5G system shall be able to efficiently enable the UE to camp on radio resources where the network slice is provided.
[bookmark: _Toc41474495][bookmark: _Toc50029804]5.1.6	Potential New Requirements needed to support the use case
Following new requirements can be derived from above use case.
[PR.5.1.6-1] When a UE is located in an area where there is no authorized network slice for the UE, the 5G system shall support a mechanism to efficiently enable the UE to minimize power consumption (e.g., cell search, cell measurement).
Editor’s Note:	This requirement needs to be checked whether already supported or not.

[bookmark: _Toc50029805]5.2.	Mobility Handling scenario for a network slice service Use case
[bookmark: _Toc50029806]5.2.1	Description
Due to various reasons, the availability of cell on a certain frequency is not homogeneous. For example, in an area where lots of people gather e.g. like office district, operator may deploy cells on all available frequencies. On the other hand, in an area whether population density is low, only part of owned frequency bands will be used to provide connectivity service.
In this use case, the above situation is investigated with movement of terminals. I.e., as mobile devices move from an area where some frequency band is used to deploy cells to an area where other frequency band is used to deploy cells. Even in this case, it is important to reduce the time that the UE is not provided with network slice service which it deserves. 
[bookmark: _Toc50029807]5.2.2	Pre-conditions
Figure 5.2.2-1 shows the use case scenario where different network slices are configured on different frequency bands at a certain geographical location. In this scenario, all network slices and radio frequency bands belong to the same operator. 


Figure 5.2.2-1 Initial Setup before-power on

In this use case and figure 5.2.2-1, following is assumed as pre-condition:
-	Location:
-	Initially, UE A1, A2, A3 and A4 are located at location GA.
-	Initially, UE B1, B2, B3 and B4 are located at location GB.
-	Subscription:
-	UE A1 and B1 have a subscription only to slice M.
-	UE A2 and B2 have a subscription only to slice N.
-	UE A3, A4, B3 and B4 have a subscription to both slice M and slice N. A3 and B3 have preference to slice M while A4 and B4 have preference to slice N.
-	Deployment:
-	At location GA, cells are available over frequency F1, but not over frequency F2.
-	At location GB, cells are available over both F1 and F2. 
-	Slice M is configured to be available over only F1 and Slice N is configured to be available over only F2. Slice N is available only within a certain location, e.g. within a factory. Slice M is available in wide area
-	Due to isolation policy, slice N and slice M are strictly isolated. I.e., hardware is not shared between the slices. 
-	Based on application policy, some applications are allowed to be served over either slice N and slice M, while some applications are restricted to use only specific slice.
· Initial condition:
-	A1, A2, A3, A4, B1 and B3 are on F1. B2 and B4 are on F2.
[bookmark: _Toc50029808]5.2.3	Service Flows
Following is potential service flow for UE A1, A2, A3 and A4:
-	UE A1, A2, A3 and A4 are on Frequency F1. UE A1, A3 and A4 are served with Slice M, but UE A2 is in limited service state, due to lack of subscription for slice M. Accordingly, the UE A2 needs to minimize power consumption, e.g., that may be caused due to unnecessary monitoring of other cells. 
-	UE A1, A2, A3 and A4 move toward GB via GC.
-	UE A1 and A3 continues to be serviced with Slice M via Frequency F1 at location GC and GB.
-	At location GC, the UE A2 starts searching cells on Frequency F2. After moving to F2, the UE A2 starts to be served with Slice N. This should occur as soon as possible, because the UE A2 was out of service from location GA to location GC.
-	Somewhere between location GC and location GB, the UE A4 moves to Frequency F2 and starts to be served with Slice N, because the UE A4 prefers Slice N to Slice M. To minimize impact on the ongoing services over Slice M, when the UE A4 moves to Frequency F2 can be dependent on many other factors such as active applications on each slice.
Following is potential service flow for UE B1, B2, B3 and B4:
-	UE B2 and B4 are on Frequency F2 and served with Slice N. UE B1 and B3 are on Frequency F1 and served with Slice M.
-	Due to lack of subscription of network slices provided over F1, the UE B2 may be allowed to minimize power consumption that may be caused, e.g., due to monitoring cells of other frequency F1.
-	UE B1, B2, B3 and B4 move toward GA via GC.
-	UE B1 and B3 are still serviced with Slice M via Frequency F1 from location GC to location GA.
-	As the UE B2 moves across location GC and moves toward GA, the UE B2 will eventually lose connectivity service because there is no available cell on Frequency F2 and there is no allowed network slice on F1 for the UE B2. In this case, it is desirable for the UE B2 to prepare for the sudden loss of connectivity service. Especially, if the service over slice N is kind of URLLC service that is available only within some specific places such as within a smart factory, the sudden loss of connectivity should be avoided as much as possible. Thus, before the UE crosses the location GC, the UE B2 needs to be given with grace time to prepare for the loss of connectivity, e.g. termination of ongoing applications.
-	As the UE B4 approaches location GC, the UE B4 needs to move to Frequency F1. As the UE B4 moved to Frequency F1, the UE starts to be served with Slice M. Because the UE B4 prefers Slice N to Slice M, the transition from F2 to F1 should not occur unnecessarily too early. On the other hand, if the transition from F2 to F1 occurs after the UE B4 crosses the location GC, there is potential loss of connectivity. Thus, the transition from F2 to F1 should occur before crossing location GC. To minimize impact on the ongoing services over Slice N, it may also be better for the UE to be notified in advance of the transition from F2 to F1. This may enable for the UE to do smooth adjustment of services, such as termination of application or relocation of application to one slice to another. 



Figure 5.2.3-1 Transition
Figure 5.2.3-1 shows the UE movement.
[bookmark: _Toc50029809]5.2.4	Post-conditions
After passing through location GC, following are desired results after mobility:
-	UE A1, B1, A3 and B3 keep on staying on F1 and are provided with slice M.
-	UE A2 moves to F2 and is now provided with slice N. 
-	UE A4 moves to F2 and is now provided with slice N and is not provided anymore with slice M.
-	UE B2 camps on F1, is disconnected from slice N and is in limited state.
- 	UE B4 moves to F1, is provided with slice M and not any more with slice N.
Figure 5.2.4-1 shows on which frequency each UE camps on after movement.


Figure 5.2.4-1 UE status after movement

[bookmark: _Toc50029810]5.2.5	Existing features partly or fully covering the use case functionality
When a UE moves from an area where there is no authorized network slice for the UE to an area where there is at least one authorized network slice for the UE, the 3GPP system shall be able to efficiently enable the UE to access the authorized network slices as soon as possible.
[bookmark: _Toc50029811]5.2.6	Potential New Requirements needed to support the use case
Following new requirements can be derived from above use case.
[PR.5.2.6-1] When a UE moves from an area where there is at least one authorized network slice for the UE to an area where there is no authorized network slice for the UE, the 5G system shall be able to minimize impact on the applications provided over the network slice to be released (e.g., relocation of the application from one network slices to other network slices or termination of the application).
[PR.5.2.6-2] When more prioritized network slice becomes available, the 5G system shall be able to minimize the time until the prioritized network slice is provided to the UE, while minimizing impact on the applications provided over the network slices to be released.

[bookmark: _Toc50029812]5.3.	Service scenario for disjoint network slices
[bookmark: _Toc50029813]5.3.1	Description
As more network slices are deployed, it is likely that each UE is subscribed to multiple network slices. While some network slice services can be simultaneously provided to the UE, there can be network slices which cannot simultaneously provide services to the UE. This is because there are multiple related factors for a network slice, e.g., enterprise use vs personal use, isolation requirement, general public use vs public safety use, frequency limitation, location restriction, etc. 
[bookmark: _Toc50029814]5.3.2	Pre-conditions
Figure 5.3.2-1 shows the use case scenario where a RAN node connects to two disjoint network slices. Accordingly, the two network slices are isolated and cannot be simultaneously provided to the UE. 


Figure 5.3.2-1 Initial condition

In this figure, it is assumed that
-	Subscription and configuration:
-	UE A1 and A3 have a subscription to slice M.
-	UE A2 and A3 have a subscription to slice N.
-	For UE A3, it is configured which applications use which network slices.
-	Deployment:
-	Slice N and Slice M are isolated.
-	RAN is able to connect to both Slice M and Slice N.
-	Slice M and Slice N are provided by the same PLMN.
[bookmark: _Toc50029815]5.3.3	Service Flows
Following is the service flow for UE A1, A2 and A3 when the signaling from these UEs is initially routed toward nodes managing Slice N:
-	UE A1, A2 and A3 selects the NG-RAN and start registration. 
-	Network provides connectivity service to UE A1, A2 and A3. 
-	While the UE A3 is connected to slice N, the network cannot provide connectivity service of Slice M to UE A3. The user traffic applicable to Slice N is transported.
- 	Later, user traffic configured to use slice M is generated in UE A3. While the same NG-RAN is used, the UE is switched to network nodes providing service to network slice M. 
-	If the user prioritizes applications configured to use slice N, as soon as applications configured to use slice M finish, the UE A3 needs to move back to network nodes supporting Slice N, to minimize the latency. 
[bookmark: _Toc50029816]5.3.4	Post-conditions
UE A1 is connected to network nodes supporting Slice M.
UE A2 is connected to network nodes supporting Slice N.
UE A3 switches between network nodes supporting Slice N and Slice M, depending on e.g. ongoing applications or user preference.
[bookmark: _Toc50029817]5.3.5	Existing features partly or fully covering the use case functionality
Editor’s Note:	The gap analysis needs to be added.
[bookmark: _Toc50029818]5.3.6	Potential New Requirements needed to support the use case
The following new requirements can be derived from this use case:
[PR.5.3.6-2]	For a UE subscribing to multiple network slices which cannot be simultaneously provided to the UE, the 5G system shall be able to provide the UE with the most suitable network slice (e.g. based on the ongoing applications, user preference).
[PR.5.3.6-2]	For a UE subscribing to multiple network slices which cannot be simultaneously provided to the UE, the 5G system shall support change of provided network slices with minimized interruption e.g. when triggered by change of active applications, priorities. 

[bookmark: _Toc50029819]5.4.	Use of Multi-RATs for network slices
[bookmark: _Toc50029820]5.4.1	Description
5GC is connected to NG-RAN and the NG-RAN supports both E-UTRA and NR. However, for a third party who wants to utilize a network slice, the different potential and flexibility of E-UTRA and NR is not something that can easily be disregarded. 
Also, the unequal possibility of radio resource slicing for NR and E-UTRA leads to a unique use case scenario. 
[bookmark: _Toc50029821]5.4.2	Pre-conditions
Figure 5.4.2-1 shows the use case scenario where a NG-RAN is supporting both NR and E-UTRA radio resources.



Figure 5.4.2-1 Initial condition
In this figure, it is assumed that
-	Subscription:
-	UE A1 and A4 have subscription to slice M.
-	UE A2 and A4 have subscription to slice N.
-	UE A3 has subscription to slice O. 
-	Deployment:
-	E-UTRA is configured to serve slice M, e.g. for general eMBB services, including a slice for IMS service.
-	NR is configured to serve slice N and O, e.g. for URLLC or V2X. Due to demanding requirements of V2X application, V2X application providers (e.g. OEM) requests to use only NR for slice O. 
Frequency used for E-UTRA and NR can be same or different. For example, when DSS is used, same frequency is used for both E-UTRA and NR, but in different time slots. 
[bookmark: _Toc50029822]5.4.3	Service Flows
Following is an example service flow based on the setting in previous section:
-	After power-on, UE A1, A2, A3 and A4 start searching for cells. 
- 	UE A1, A2, A3 and A4 start registration in the found cells.
-	Depending on factors such as e.g., use of Dual Connectivity, priorities of network slices, different UEs may camp on different RATs. For example, for UE A1 which has subscription to only Slice M, the UE A1 may camp on E-UTRA.
- 	Based on the various inputs, for the transport of user traffic for a network slice, the RAT and radio resources can be configured. For example, when user traffic for Slice M is generated for UE A4, the network may configure E-UTRA resource for the UE to deliver the traffic. For this UE A4, when user traffic for Slice N is generated, the network may configure NR resource for the UE. When both NR and E-UTRA resource are configured, the user traffic for the network slice only flows over the allowed RATs. 
-	When service policy changes, e.g. when slice M is now set to use NR instead of E-UTRA, UEs camp NR cells instead of E-UTRA cells. For a UE with ongoing active communication, handover occurs to move the UE from E-UTRA to NR. 
[bookmark: _Toc50029823]5.4.4	Post-conditions
Following figure 5.4.4-1 shows the status at the end of service flow. For the transport of user traffic, UE A1 is served by E-UTRA, UE A2 and A3 are served by NR. UE A4 may camp on either E-UTRA or NR during Idle mode and be configured with E-UTRA, NR or both depending on the active application during Connected mode.


Figure 5.4.4-1 End result

[bookmark: _Toc50029824]5.4.5	Existing features partly or fully covering the use case functionality

[bookmark: _Toc50029825]5.4.6	Potential New Requirements needed to support the use case
Following new requirements can be derived from this use case:
[PR.5.4.6-1]	3GPP system shall support a third party to indicate which specific RATs are allowed for a network slice. 
[PR.5.4.6-2]	3GPP system shall support a mechanism to route user traffic over RATs which are allowed for the network slice. 
[PR.5.4.6-3]	3GPP system shall minimize signaling exchange and service interruption when there is a change in the allowed radio resources (e.g. RATs) for a network slice. 

[bookmark: _Toc50029826]5.5	Use case on access to slices when roaming
[bookmark: _Toc50029827]5.5.1	Description
A UE subscribes to multiple network slices from its home operator.  The home operator has agreements with various other operators to support the same slices for roaming UEs.  In this case, the most preferred VPLMN in a specific area does not support all the needed slice; however, a second VPLMN does support the slice not available in the most preferred VPLMN. In this case, the home operator can provide the necessary information to allow the UE to use the second VPLMN to obtain the service available on that network slice, while otherwise being served by the most preferred VPLMN. Figure x.1.1-1 illustrates the scenario.
[image: ]
Figure 5.5.1-1: roaming UE with service on network slices available on different networks

[bookmark: _Toc50029828]5.5.2	Pre-conditions
In this scenario, the UE A is roaming in an area covered by 2 VPLMNs, Network A and Network B. UE A subscribes to services using slices M and N in its home network, even though these slices are not offered by the same network in the visited area. Network A is the most preferred VPLMN in this area.
[bookmark: _Toc50029829]5.5.3	Service Flows
When UE A first enters the visited area, it registers with Network A and can uses services from slice N.
At a later time (T2), the user decides to activate a service that needs slice M. The UE, detecting that slice M is not available on Network A, looks for the network that provides the slice. The UE registers on Network B and the user is able to use the service of slice M.
When the service concludes and slice M is no longer needed (T3), the UE returns to Network A.
[bookmark: _Toc50029830]5.5.4	Post-conditions
The user is able to access all their subscribed services while roaming, even though the needed slices are not available on a single VPLMN.
[bookmark: _Toc50029831]5.5.5	Existing features partly or fully covering the use case functionality
Roaming and slice access work as usual, with the addition of being able to change VPLMNs to gain access to a slice not available on the most preferred VPLMN.
[bookmark: _Toc50029832]5.5.6	Potential New Requirements needed to support the use case
[PR.5.5.6.1]  When a roaming UE requires a network slice not offered by the serving network but available in the area from another network, the HPLMN shall  be able to steer the UE to the other network and back to the previous network when the network slice is no longer in use.
Editor’s Note:	The requirement is FFS.

[bookmark: _Toc50029833]5.6	Simultaneous access to multiple slices on different VPLMNs
[bookmark: _Toc50029834]5.6.1	Description
A UE has access to multiple network slices when on the HPLMN. When the UE is roaming and the VPLMN the UE is currently registered on only provides a subset of the network slices that the UE needs to use, the UE can connect to another VPLMN at the same time to access the other slices.
[bookmark: _Toc50029835]5.6.2	Pre-conditions
-	UE is subscriber of Operator Toffee
-	When on its home network, Operator Toffee, UE has access to three network slices: (A)pricot, (B)anana and (C)herry
-	UE runs applications that require simultaneous access to Apricot, Banana and Cherry slices
-	Operator Toffee has agreements with:
-	Operator Chocolate to support Apricot and Banana slices
-	Operator Fudge to support Cherry slice
-	Operator Chocolate is the preferred roaming network
-	UE moves out of Operator Toffee’s coverage area, into an area where the coverage is provided by Operator Chocolate and Operator Fudge
[bookmark: _Toc50029836]5.6.3	Service Flows
1. UE connects with Operator Chocolate, and has access to Apricot and Banana slices
2. UE applications require simultaneous access to all three slices, Apricot, Banana and Cherry. However, the VPLMN the UE is registered to, Operator Chocolate, does not provide support for Cherry slice
3. UE is authorised by the HPLMN to additionally access the Cherry slice in the Operator Fudge network.
Editor’s Note:	It is FFS whether PLMN selection needs to be considered in the Service Flow
4. UE connects to Operator Fudge, while retaining the connection to Operator Chocolate
[bookmark: _Toc50029837]5.6.4	Post-conditions
Roaming UE is able to access all three network slices simultaneously from Operator Chocolate and Operator Fudge.
[bookmark: _Toc50029838]5.6.5	Existing features partly or fully covering the use case functionality
There are related requirements in TS 22.261, clause 6.18 on “Multi-network connectivity and service delivery across operators”:
The 5G system shall enable users to obtain services from more than one network simultaneously on an on-demand basis.
For a user with a single operator subscription, the use of multiple serving networks operated by different operators shall be under the control of the home operator.
[bookmark: _Toc50029839]5.6.6	Potential New Requirements needed to support the use case
[PR.5.6.6-1] The 5G system shall enable a roaming UE with a single PLMN subscription to access network slices from two VPLMNs simultaneously, when the UE requires simultaneous access to two network slices and the network slices are not available in a single network. 
[PR.5.1.6-2] The HPLMN shall be able to authorise a roaming UE with a single PLMN subscription to access network slices from two VPLMNs simultaneously.
[PR.5.1.6-3] The HPLMN shall be able to provide a UE with permission and prioritisation information of the VPLMNs the UE is authorised to use for accessing specific network slices.
NOTE: 	The above requirements would depend on certain UE capabilities assumptions, e.g. the ability to connect to two PLMNs simultaneously.

[bookmark: _Toc50029840]5.7	Slice Access with Application Preference
[bookmark: _Toc50029841]5.7.1	Description
This use case intends to bring a use case for network slice to support important applications like gaming and online video in a more flexible and efficient way.  For gaming or online video applications, the end users, who have subscription with MNOs who may provide multiple network slices to different users or services, may still have different priority or membership e.g. VIP maintained by 3rd party Service Provider (SP).  And depending on the priority or membership information from 3rd party SP perspective, based on the agreement between SP and MNO, the UE have different priority for the available network slices.
[bookmark: _Toc50029842]5.7.2	Pre-conditions
1.	MNO provisioned network slices Slice#1, Slice#2, Slice#3.  As an example, Slice#1 is dedicated for online video services for SP#1.  Slice#2 is dedicated for gaming for SP#2.  Slice#3 is a network slice for eMBB service i.e. chat or web surfing.
2.	UE 1 and UE 2 are registered to MNO’s 5G network and they have subscription to slice#1, #2 and #3.  The owner of UE 1, i.e., User A, have installed Game App x and Video App y.  The owner of UE 2, i.e., User B, have installed Game App z and Video App y.
3.	User A and User B are high priority users for SP#1 and SP#2 which means when these users start to use game or video app, they can use the corresponding network slice to guarantee their QoS compared with other users with lower priority and the MNO network resource can accommodate high priority users.
4.	The change of network slices accessed per application should be automatic and make users agonistic when the user starts the different applications at any time with different preferred network slice.
5.	Due to the fact that the 3rd party SP may roll out new services/applications and the users may change their VIP membership dynamically, the 3rd party needs to negotiate the priority of a network slice for UE per application.
[bookmark: _Toc50029843]5.7.3	Service Flows
1.	MNO and SP have agreements e.g. SLA and Slice#1, Slice#2 and Slice#3 are provisioned.
a)	The MNO provisioned the slices and maintains the user subscription to access these slices.  The SP maintains the application related user membership information.
b)	UE 1 and UE 2 may or may not be accessing three slices simultaneously.
2.	User A’s smart phone UE 1, and User B’s smart phone UE 2 turns on and registered to MNO network.  After registration, UE 1 and UE 2 are able to access corresponding network slices. 
c)	User A can access Slice#1 for online video app x and Slice#2 for gaming, also Slice#3 for other services.
d)	User B can access Slice#1 for online video y and gaming app z, and also Slice#3 for other services.
3.	User A and User B started chat and web surfing service, it accesses network Slice#3 
4.	User A started online video, UE A access to Slice#1.
5.	User B started game app, UE B access to Slice #2.
6.	User A stop online video and stop accessing to Slice#1.
7.	User B stop game app and stop accessing to Slice#2.
In the above service flows, the different slices may be provided by same or different frequency and the coverage may be different.  If different slices are deployed in different frequency bands, access of different network slices due to application should not cause degradation of user experiences.
[bookmark: _Toc50029844]5.7.4	Post-conditions
SP and MNO may monitor the QoS of online video and game applications and also support flexible charging for these users which change the accessed slices according to the application.
[bookmark: _Toc50029845]5.7.5	Existing features partly or fully covering the use case functionality
In Clause 6.1.2 of TS 22.261, network slicing requirements are specified including general, management, network slice constraints and cross-network slice coordination.  
In 6.1.2.2 of TS 22.261, there is a requirement as follows:
The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
This requirement enables priority mechanism from network resource configuration perspective.
In 6.1.2.2 of TS 22.261, there is another requirement as follows:
The 5G system shall allow the operator to assign a UE to a network slice, to move a UE from one network slice to another, and to remove a UE from a network slice based on subscription, UE capabilities, the access technology being used by the UE, operator's policies and services provided by the network slice.
This requirement is from operator perspective and doesn’t cover the aspect whether 3rd party application can influent the priority of network slices.
The existing requirements for network slicing, e.g. which is cited in this section, is from network resource configuration perspective.
However, when UE can access multiple network slices which may be tailored for different applications, there is no support of accessing the preferred network slicing for the UE based on application.  And this process cannot be carried out efficiently without standard-based means for MNO and third party to communicate/negotiate the preferred network slices according to application.
Editor’s Note:	More gap analysis can be done further.
[bookmark: _Toc50029846]5.7.6	Potential New Requirements needed to support the use case
Editor’s Note:	Potential requirements T.B.D.  This use case can be also revisited.
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