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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, certain modal verbs have the following meanings:
shall	indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
NOTE 1:	The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
NOTE 2:	The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should	indicates a recommendation to do something
should not	indicates a recommendation not to do something
may	indicates permission to do something
need not	indicates permission not to do something
NOTE 3:	The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can	indicates that something is possible
cannot	indicates that something is impossible
NOTE 4:	The constructions "can" and "cannot" shall not to be used as substitutes for "may" and "need not".
will	indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not	indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
NOTE 5:	The constructions "is" and "is not" do not indicate requirements.
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1	Scope
The purpose of this Technical Report is to…
.
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For the purposes of the present document, the terms given in TR 21.905 [1], and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
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For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>
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For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
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5.1	Scenario #1.1: Streaming of stereoscopic 3D content
[bookmark: _Toc137640730]5.1.1	Overview
There has been renewed interest in the distribution, including streaming, of 3D movie content, as evident by media coverage of recent 3D movie releases. Consumption of stereoscopic 3D video content is expected to rapidly grow given new AR related products beings launched.
5.1.2	Review of previous work
Evaluation of AVC based stereoscopic 3D coding techniques has been done in TR 26.905 [3] and its normative support has been added for 3GPP DASH in TS 26.247 [3], the 3GPP file format in TS 26.244 [5], IMS in TS 26.114 [6], VR profiles in TS 26.118 [7], and MBMS in TS 26.347 [8]. The work done in TR 26.905 [3] for Rel-11 focused mostly on stereoscopic viewing on TVs, while today's applications have grown far beyond these, given especially advancements in AR devices. Also, today's requirements on quality are much higher owing to higher quality displays and the available channel capacities. Frame packing is not sufficient because of the detrimental impact on quality, as noted in TR 26.905 [3]: using frame sequential or side by side packed full resolution is not as efficient as multiview based coding.
With the established support for MV-AVC in 3GPP SA4 specifications, an assessment needs to be done to upgrade the support for multiview coding using MV-HEVC with its superior coding performance.
[bookmark: _Toc137640738][bookmark: _Toc112909630][bookmark: _Toc112910141]5.1.3	Evaluation criteria and metrics
The evaluation for the HEVC Multiview profiles for the distribution of stereoscopic 3D content needs to be performed based on the following evaluation criteria.
1. Assessment/discussion of hardware impact: there are two possibilities for this:
a. There is existing hardware product-grade support for the tool. In that case, refer to the example hardware.
b. There is no existing hardware support. In this case, a discussion/description with justifications on the expected impact on hardware implementation is provided, or reference to existing demos etc.
2. Codec performance evaluation
a. Objective performance evaluation: e.g. PSNR-based Rate-Distortion (RD) performance evaluation, where the RD performance is compared for various solutions. A better PSNR-based RD performance is preferred, keeping in view the expected hardware complexity impact.
b. Subjective performance evaluation.

5.1.4	Evaluation methodology
Editor's note: How evaluation is performed to assess the evaluation criteria is FFS.
5.2	Scenario #2: High quality photography
[bookmark: _Toc97103552][bookmark: _Toc100745503][bookmark: _Toc101168761][bookmark: _Toc112909532][bookmark: _Toc112910031]5.2.1	Overview
The demand for high quality photography has been and continues to stay a dominating factor in cell phone market growth [17]. Reports such as [18] (processed and published by [19]) have shown in the past that smartphone shipments have been devouring not just point-and-shoot but also high-end DSLR cameras, by closing the gap in image quality. Additional encoding tools are needed to progress further in achieving even higher image quality.
5.2.2	Review of previous work
JPEG-based still image [26] support is provided in SA4 specifications, and suitable extensions to attain an even higher quality are explored in this scenario.
5.2.3	Evaluation criteria and metrics
The evaluation for high quality image encoding tools shall be done based on the following evaluation criteria.
1. Assessment/discussion of hardware impact: there are two possibilities for this:
a. There is existing hardware product-grade support for the tool. In that case, refer to the example hardware.
b. There is no existing hardware support. In this case, a discussion/description with justifications on the expected impact on hardware implementation is provided, or reference to existing demos etc.
2. Codec performance evaluation
a. Objective performance evaluation: e.g. PSNR-based Rate-Distortion (RD) performance evaluation, where the RD performance is compared for various solutions. A better PSNR-based RD performance is preferred, keeping in view the expected hardware complexity impact.

5.2.4	Evaluation methodology
Editor's note: How evaluation is performed to assess the evaluation criteria is FFS.
5.3	Scenario #3: Optimising multi-bitrate delivery
5.3.1	Overview
New video codecs have potential to assist further in optimising multi-bitrate delivery applications such as video conferencing, or adaptive streaming, and may also provide additional benefits to end user devices, such as power adaptation. One specific target of optimization is the storage space savings achieved by employing scalable video.
5.3.2	Review of previous work
SA4 has studied SHVC in TR 26.948 [27] in 2015, there are however possibility of exploring new scenarios since that time that will be pursued here.
5.3.3	Evaluation criteria and methodology
1. Assessment/discussion of hardware impact: there are two possibilities for this:
a. There is existing hardware product-grade support for the tool. In that case, refer to the example hardware.
b. There is no existing hardware support. In this case, a discussion/description with justifications on the expected impact on hardware implementation is provided, or reference to existing demos etc.
2. Codec performance evaluation
a. The performance evaluation of positive impact on streaming will be determined by the savings of storage space w.r.t. conventional streaming with similar quality. Calculations are to be done on representative scenario for adaptive streaming.
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Table 6.0-1: Mapping of Solutions to Scenarios
	Solution #
	Solution Title
	Scenario(s)

	#1.1
	HEVC simulcast
	#1.1

	#1.2
	Multiview HEVC coding
	#1.1

	#2.1
	HEVC 4:2:0 coding
	#2

	#2.2
	HEVC 4:2:2 coding
	#2

	#2.3
	Native 4:4:4 coding - HEVC Main 4:4:4 profiles
	#2

	#2.4
	Derived 4:4:4 coding - Layered use of HEVC 4:2:0 profiles
	#2

	#3.1
	Scalable HEVC coding
	#3

	
	
	

	
	
	


6.1	Solution #1.1: HEVC simulcast
6.1.1	Introduction
HEVC simulcast is considered as a baseline solution to addresses Scenario#1.
6.1.2	High-level Description
6.1.2.1	Overview MV-HEVC
This baseline solution uses two independent High Efficiency Video Coding (HEVC) [3] streams to transport the left- and right-eye view of the stereoscopic content. It represents a baseline or reference scenario that does not exploit any redundancy of the views during coding. Based on this fact that this simplistic solution does not optimize the performance, and due to its impacts that are noted in later in the evaluation, it is never practically used and is documented for reference/benchmark purpose only.
6.1.2.2	Transport of HEVC Simulcast
As noted in the overview, this solution is relevant for benchmark/reference purpose only and is not deployed, hence there is no existing support for its transport.
6.1.3	Evaluation
6.1.3.1 Assessment/discussion of hardware impact
This solution would require two independent video decoders, each to decode a given view, and hence it requires twice as much hardware for decoding as for a single 2D video stream.
6.1.3.2 Codec performance evaluation based on existing results
Subjective evaluation results using this technique as a reference to compare with 8-bit MV-HEVC are documented in [12].
[bookmark: _Toc137640733]6.2	Solution #1.2: Multiview HEVC coding
[bookmark: _Toc137640734]6.2.1	Introduction
This solution addresses Sceanrio#1.
[bookmark: _Toc137640735]6.2.2	High-level Description
6.2.2.1	Overview MV-HEVC
The Advanced Video Coding (AVC) (H.264) [2] and the High Efficiency Video Coding (HEVC) (H.265) [3] standards were initially intended for the compression of two-dimensional (2D) video. Multi-view extensions for HEVC were then developed, referred to as Multiview Video Coding (MVC) and Multiview HEVC (MV-HEVC) [3][10], respectively. The fundamental principle of both MVC and MV-HEVC is to re-use the coding tools of the underlying 2D AVC and HEVC coding respectively, so that implementations can be realized by software changes to high-level syntax in the slice header level and above [10]. For the case of HEVC, multiview profiles exist for coding both 8- and 10-bit content.
As a reference, MVC has been studied in detail in TR 26.905 [3] and its normative support has been added for 3GPP DASH in TS 26.247 [3], the 3GPP file format in TS 26.244 [5], IMS in TS 26.114 [6], VR profiles in TS 26.118 [7], and MBMS in TS 26.347. MVC does not currently support the encoding of 10-bit content.
[bookmark: _Toc137640739]6.2.2.2	Transport of MV-HEVC
6.2.2.2.1	Carriage in ISO BMFF
The carriage of MV-HEVC is specified in detail in [13] as one of the "Layered HEVC ((L-HEVC) extensions", including SHVC, MV-HEVC, and 3D-HEVC. Clause 9 of [13] specifies this L-HEVC elementary stream and sample definitions.
6.2.2.2.2	Adaptive Streaming
Encoding and encapsulation guidelines for MV-HEVC in HTTP Live Streaming (HLS) are documented in [14]. Currently, the following recommendations are currently provided for resolutions, bitrates and framerates for both SDR and HDR MV-HEVC content:
	16:9 aspect ratio
	MV-HEVC SDR 30 fps
	MV-HEVC HDR 30 fps
	Frame rate

	640 x 360
	246
	272
	≤ 30 fps

	768 x 432
	510
	612
	≤ 30 fps

	960 x 540
	1020
	1241
	≤ 30 fps

	960 x 540
	1530
	1853
	≤ 30 fps

	960 x 540
	2720
	3281
	Same as source

	1280 x 720
	4080
	4930
	Same as source

	1280 x 720
	5780
	6936
	Same as source

	1920 x 1080
	7650
	9180
	Same as source

	1920 x 1080
	9660
	11900
	Same as source

	2560 x 1440
	13770
	16490
	Same as source

	3840 x 2160
	19720
	23630
	Same as source

	3840 x 2160
	28560
	34000
	Same as source


6.2.2.2.3	Support in CMAF
Editor's note: CMAF support is FFS.
6.2.3	Evaluation
Editor's note: Further work on evaluation is FFS.
6.2.3.1 Assessment/discussion of hardware impact
Support for the multiview profiles of HEVC mostly involves SW level modifications since the support of multiview coding only involves high-level syntax signalling and coding tool considerations [10].
6.2.3.2 Codec performance evaluation based on existing results
The objective performance results of MV-HEVC video coding vs. MVC (AVC-based multi-view) for 8-bit coding are documented in [11], while subjective results also including Simulcast HEVC (each view is coded independently) are documented in [12]. Although no formal evaluation exists for the Multiview Main 10 profile of MV-HEVC it is expected that it’s performance should be similar to what is demonstrated for 8-bit content.
6.3	Solution #2.1: HEVC 4:2:0 coding
[bookmark: _Toc97103562][bookmark: _Toc100745513][bookmark: _Toc101168771][bookmark: _Toc112909542][bookmark: _Toc112910041]6.3.1	Introduction
This solution of using 8 and 10 bit HEVC [xb] 4:2:0 coding, depending on the source material, is the baseline solution for scenario#2. Such solution is already widely deployed, typically using the HEIF format [22]. 10-bits are also used to support High Dynamic Range (HDR) and Wide Colour Gamut (WCG) formats.
[bookmark: _Toc97103563][bookmark: _Toc100745514][bookmark: _Toc101168772][bookmark: _Toc112909543][bookmark: _Toc112910042]6.3.2	High-level Description
HEVC coding for still images using the HEIF file format [22] is widely deployed and supported by the current mobile ecosystem [24], [25]. This file format is designed to enable the interchange of images and image sequences, using the ISO base media file format as its basis [23]. When the requirements of the HEVC-specific brands are applied, the file format can be referred to as the HEVC Image File Format.
6.3.3	Evaluation
This is the baseline solution, i.e. baseline for evaluation of other solutions.
Assessment of all other solutions should be based on using this baseline technology, by taking 4:4:4 still image content, both in standard dynamic range (SDR) and high dynamic range (HDR) and first downconverting them to 4:2:0, while retaining the original bitdepth (i.e. 8 or 10 bits) using agreed downsampling methods (see JVT-I018[20]). Then such content can be coded with the appropriate HEVC 4:2:0 profile using the HEVC reference encoder (HM). Given the prevalence of the full range in still image content, full range signals should be generated across all conversion steps. For 8 bit material, it might also be desirable to explore the use of JPEG encoding for the same content. Chroma location of type 1, which is also prevalent in still image compression should be used for 8 bit material. For 10 bit content, including HDR, chroma location type 1 should be used.
After decoding, the content will be upconverted to 4:4:4 using a well agreed methodology (see JVT-I019 [21]). Afterwards, metrics will be computed for the upconverted content such as PSNR for the three colour components, Y, Cb, Cr in the 4:4:4 domain using the original content. The bits needed for coding these representations would also be considered.
6.4	Solution #2.2: HEVC 4:2:2 coding
6.4.1	Introduction
This solution uses 4:2:2 capable profiles that are already defined in HEVC for the coding of still images. Such images are then encapsulated in a file format based on the HEIF specification.
6.4.2	High-level Description
The HEVC video coding standard specifies profiles capable of coding images in a 4:2:2 coding format. This includes the HEVC Main 422 10, Main 422 12, Main 422 10 Intra, and Main 422 12 Intra profiles. These profiles are however not typically supported by mobile devices. Interest is primarily in applications limited to up to 10 bits of precision and therefore only profiles that satisfy this constrain should be evaluated.
6.4.3	Evaluation
6.4.3.1 Assessment/discussion of hardware impact
As noted above, there is a limited existing hardware support available for this solution and hence the hardware impact is potentially large.
6.4.3.2 Codec performance evaluation 
Assessment should be based on taking the same 4:4:4 still image content as in baseline solution 2.1. The material can be then downconverted to 4:2:2, while retaining the original bitdepth (i.e. 8 or 10 bits) using an agreed horizontal downsampling method (see JVT-I018[20]). Then such content can be coded with the appropriate HEVC 4:2:2 profile using the HEVC reference encoder (HM). As in the previous solution, and given the prevalence of the full range in still image content, full range signals should be generated across all conversion steps.
After decoding, the content will be upconverted to 4:4:4 using a well agreed methodology (see JVT-I019 [21]). Afterwards, metrics will be computed for the upconverted content such as PSNR for the three colour components, Y, Cb, Cr in the 4:4:4 domain using the original content. The bits needed for coding these representations would also be considered.
Editor's note: The impact of up/down conversion on PSNR metric is FFS.
6.5	Solution #2.3: Native 4:4:4 coding - HEVC Main 4:4:4 profiles
6.5.1	Introduction
This solution explores the use of the various 4:4:4 capable profiles that are already defined in HEVC for the coding of still images. Such images are then encapsulated in a file format based on the HEIF specification.
6.5.2	High-level Description
6.5.2.1	Overview 
The HEVC video coding standard specifies the clear definition of several profiles capable of coding images in a 4:4:4 coding format. This includes the Main 4:4:4, Main 4:4:4 Still Picture, Main 4:4:4 10, Main 4:4:4 12, Main 4:4:4 10 Intra, and Main 4:4:4 12 Intra profiles, among others. Some of these profiles are already supported in some mobile devices but may not be widely available everywhere. These profiles are mostly targetting for the best coding performance, using the tools available in HEVC for the corresponding format(s) that they can support. 
Interest is primarily in applications limited to up to 10 bits of precision and therefore only profiles that satisfy this constrain should be evaluated.
6.5.3	Evaluation
6.5.3.1 Assessment/discussion of hardware impact
As noted above, there is a limited existing hardware support available for this solution and hence the hardware impact is potentially large.
6.5.3.2 Codec performance evaluation 
Assessment should be based on taking the same 4:4:4 still image content as in baseline solution 2.1 and coding them with the appropriate HEVC 4:4:4 profile using the HEVC reference encoder (HM). No bitdepth or format conversion needs to be performed. For such content then metrics such as PSNR for the three colour components, Y, Cb, Cr in the 4:4:4 domain should be computed using the original, 4:4:4, content. Unlike baseline solution 2.1, no upconversion or downconversion needs to be performed. The bits needed for coding these representations would also be considered.
6.6	Solution #2.4: Derived 4:4:4 coding- Layered use of HEVC 4:2:0 profiles
6.6.1	Introduction
This solution explores the use of derived 4:4:4 coding, where a base layer image, that is coded in 4:2:0 mode, is augmented using auxiliary images, to derive the 4:4:4 chroma format representation. Such capabilities can be achieved, for example, in HEIF, and are currently used for other applications. This permits decoders that are not capable of native 4:4:4 HEVC coding to still be able to encode and decode 4:4:4 content through simple software support.
6.6.2	High-level Description
6.6.2.1	Overview 
The HEIF specification permits a concept called derived images, which permits the signaling of instructions to the decoder on how to combine a set of images together to generate an alternative representation of that same image. The concept could easily be used also for the support of 4:4:4 images. In this scenario a derived image can be based on a base, 4:2:0, image and one or two more images that contain the chroma information in the 4:4:4 format. Additional instructions would exist that provide information to the decoder on how to extract this chroma information and how to apply them onto the base image to achieve the desired, 4:4:4, output. 
As one approach, a single enhancement image may be used that contains both Cb and Cr components stacked together, e.g. in a side by side or over-under representation. Such data are placed in the “luma” plane of that image and dummy data, e.g. a value of 128 for 8 bit data, is added in the “chroma” planes of that same image. This new image is then coded independently from the base layer image. During decoding, a decoder may select to discard the 4:2:0 version of the chroma information and instead replace that information from the information provided in this enhancement image. 
As a different implementation, the enhancement image may contain predicted residuals for the Cb and Cr components given upscaled versions of the chroma values in the 4:2:0 representation. However, we do not advocate for this approach, even if it may appear more efficient in terms of coding efficiency, since that creates reconstruction dependencies of the 4:4:4 chroma values with the coding and upscaling of the 4:2:0 chroma values. There is no guarantee, for example, that all implementations could use a particular chroma upscaler while any further transcoding of the 4:2:0 representation could have an adverse effect in the reconstruction of the 4:4:4 representation.
The two chroma planes could also be coded in separate enhancement images if that is desired. A decoder can select to decode one of both enhancement images and augment either one or both components. 
HEIF is also capable in achieving region of interest enhancement if that is desired.
As in the previous cases, interest is primarily in applications limited to up to 10 bits of precision and therefore only profiles that satisfy this constrain should be evaluated.
6.6.3	Evaluation
6.6.3.1 Assessment/discussion of hardware impact
Unlike solution 2.2, this approach allows existing HW, that support HEVC 4:2:0 profiles, to be used for the delivery of 4:4:4 content. The only requirement would be to perform the reconstruction in SW, after decoding of the multiple layers.  
In this scenario additional images over scenario 1 should be coded that only contain the chroma planes. These chroma planes could either be coded as two separate images or stacked together in either a side by side or over under representation. The bit-depth of the original content will be retained also for the chroma planes. Metrics will be computed using the decoded chroma data from these additional coded images, while the bits of scenario one will be augmented by the bits also needed for coding these additional representations. 
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Figure 1. Enhancement layers for the creation of a 4:4:4 derived representation
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Figure 2. Single enhancement layer using stacking for the creation of a 4:4:4 derived representation
6.6.3.2 Codec performance evaluation 
In this scenario, in addition to the bistreams used for solution 2.1, the chroma planes would also have to be coded in full resolution, either by packing the two chroma planes together and coding them as a single image or by coding each chroma plane independently. After decoding, the PSNR for these two chroma planes would have to be computed compared to the original 4:4:4 chroma planes and that value should be used in place of the Cb/Cr PSNR values of solution 2.1. In addition, the extra bit overhead of coding the full resolution chroma planes needs to be included in the evaluation and when comparing with either solution 2.1 or solution 2.2.
6.7	Solution #3.1: Scalable HEVC coding
6.7.1	Introduction
Several video coding standards and technologies, such as AVC and HEVC, include scalable extensions, which enable these technologies to provide “flexible” experiences to end users, such as allowing spatial, SNR, or bitdepth scalability. It is claimed that such functionalities can reduce the bitrate/storage needed by certain applications that may require multiple instances of the same video to be available to the end-user, e.g., in a multi-conferencing scenario simultaneously supporting multiple heterogeneous devices and networks. It has been argued, however, that such solutions have little benefits, if any, while adding a lot in terms of complexity, compared to existing solutions for adaptive streaming, such as Dynamic Adaptive Streaming over HTTP (DASH) and HTTP Live Streaming (HLS).
Such statements seem to be mostly based on the assumption that scalable coding would completely replace the existing adaptive streaming solutions. Instead, a more plausible alternative could be the use of scalability as a way of augmenting adaptive streaming systems by still using a solution with multiple independent bitstreams encoded at different bitrates and resolutions [28], while augmenting some or all of these bitstreams with 1 (preferably) or more enhancement layers.
Looking further in the future, in recent years new network protocols [29] are being discussed for the delivery of media and other services, such as QUIC and Multipath QUIC (MP-QUIC). Scalability can even better fit within such new protocols since it could better enable prioritization and delivery of different packets (i.e., the protocol could handle differently the base layer versus the enhancement layer or layers) with less waste in bandwidth. 
Other benefits of scalability include power adaptation, simultaneous support of multiple screens with different capabilities (e.g., resolution, SDR vs HDR etc.). Scalability can be especially useful for multi-conferencing applications. On the other hand, the implementation cost of supporting scalable systems based on the Scalable HEVC profiles can be considered as minimal since that mostly involves SW level modifications in end devices because of its design.
6.7.2	High-level Description
6.7.2.1	Overview using scalable HEVC for adaptive streaming
An example is shown in Table 1, where a scalable layer is introduced when a change of resolution occurs from one stream to the next.
[bookmark: _Ref135136139]Table 1. Example Bitrate ladder for a Scalable Adaptive Streaming solution
	Streams
	16:9 aspect ratio
	HEVC (base layer)
	Enhancement layer
	Frame rate

	R1
	640 x 360
	145
	77.5 at 768 x 432
	≤ 30 fps

	R2
	768 x 432
	300
	150 at 960 x 540
	≤ 30 fps

	R3
	960 x 540
	600
	
	≤ 30 fps

	R4
	960 x 540
	900
	
	≤ 30 fps

	R5
	960 x 540
	1600
	400 at 1280 x 720
	Same as source

	R6
	1280 x 720
	2400
	
	Same as source

	R7
	1280 x 720
	3400
	550 at 1920 x 1080
	Same as source

	R8
	1920 x 1080
	4500
	
	Same as source

	R9
	1920 x 1080
	5800
	1150 at 2560 x 1440
	Same as source

	R10
	2560 x 1440
	8100
	1750 at 3840 x 2160
	Same as source

	R11
	3840 x 2160
	11600
	
	Same as source

	R12
	3840 x 2160
	16800
	
	Same as source



An advantage that this could introduce is that this could considerably reduce the storage required to support the additional intermediate bitrates that the enhancement layers could result in. In the above example, if additional streams would be introduced, that would increase bitrate requirements by 23.4Mbps, an increase of ~30% in storage compared to the current number of streams, while scalability would only require ~4Mbps, an increase in storage of only ~7%. Alternatively, a service may decide to convert some of the existing bitstreams to enhancement layers and save on storage, while retaining the content instead of phasing them out from their service a bit too early. Even if storage is becoming cheaper, deploying new storage systems can be quite expensive while such storage is preferred to be used to store new content. 
In addition to storage savings, encryption/decryption complexity may also be reduced. It would be sufficient to only encrypt the base layer signals and not the enhancement layers, which would reduce the overall complexity of decrypting the video on the client.  
6.7.3	Evaluation
Editor's note: Further work on evaluation is FFS.
6.7.3.1 Assessment/discussion of hardware impact
The difference of HEVC and SHVC implementation is a high-level employing same low level coding tools, hence the hardware impact on implementations is manageable.
6.7.3.1 Performance evaluation
Based on the representative scenario evaluation, using the scalable streams save 23% of the otherwise required additional storage. Finally, some information about the performance of SHVC in different application scenarios is documented in [30] and [31].
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