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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

1
Scope

The present document …

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

4
Objective Test Methodologies for Immersive Audio Systems
4.1
Objective Test Methodologies for Assessment of Immersive Audio Systems in the Sending Direction
Editor’s note: Examples of subheadings for this section may include: 5.4.1 Spatial Microphone Self-Noise, 5.4.2 Spatial Microphone Frequency Response, 5.4.3 Spatial Microphone Directivity, etc. Objective methods for comparing different scene-based audio formats may also go here.

[4.1.1
Diffuse-field Send frequency response for Scene-based audio

4.1.1.1
Definition

The diffuse-field send frequency response for scene-based audio is defined as the transfer function,  [image: image4.png]G(f)



, between:

a) [image: image6.png]



, the estimated sound pressure magnitude spectrum obtained from a diffuse-field scene-based audio capture and reference synthesis
; and
b) [image: image8.png]P(f)



, the sound pressure magnitude spectrum obtained from a diffuse-field microphone recording the same diffuse field at the same audio capture position.
Figure XX describes a typical block diagram for the scene-based audio sending direction with measurement points.
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Figure XX - Scene-based audio capture block diagram for sending direction measurements

Editor’s Note: Add reference to “equivalent spatial domain representation”, fix notation in the figure.

4.1.1.2
Test Conditions

Free-field propagation conditions

· The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 

· The free-field sound propagation conditions shall be observed down to a frequency of 200 Hz or less and up to [TBD].

· Qualification of the free-field volume

 shall be performed using the method and limits for deviation from ideal free-field conditions described in ISO 3745 Annex A – General procedures for qualification of anechoic and hemi-anechoic rooms.

Test environment noise floor

Within the free-field volume, the equivalent continuous sound level of the test environment in each 1/3rd octave band, [image: image11.png]


, shall be less than the limits of the NR10 curve, following the noise rating determination procedures in ISO 1996.
Periphonic loudspeaker array for diffuse sound field generation

a) A calibrated [TBD calibration process] periphonic loudspeaker array shall be placed within the free-field volume with the geometric center of the periphonic loudspeaker array coinciding with the geometric center of the free-field volume.

b) [The periphonic loudspeaker array shall have a radius

 greater or equal than 1 meter.] 

Editor’s note: an agreement must be reached on whether the loudspeaker array should be spherical.
c) The periphonic loudspeaker array shall be composed of [TBD] coaxial loudspeaker elements

.
Editor’s note: Inputs are requested on required speaker frequency response, sensitivity, etc.
d) The coordinates of the [TBD] coaxial loudspeaker elements are as follows: [TBD]
e) Each coaxial loudspeaker axis shall intersect at the geometric center of the free field volume. 

f) The radius of each coaxial loudspeaker element shall be such that, at the geometric center of the free-field volume, the far field approximation for the coaxial loudspeaker axial pressure amplitude decay holds true.

4.1.1.3
Measurement

Reference Spectrum measurement

a) A diffuse-field or multi-field microphone 

shall be mounted in the free-field volume such that the tip of the microphone corresponds to the geometric center of the free-field volume and the geometric center of the periphonic loudspeaker array. The orientation of the device is [TBD] 
Editor’s note: Add reference to diffuse-field / random incidence microphones, e.g. ANSI S1.4
b) [N=TBD] Decorrelated pink noise signals

 are played simultaneously over each of the [N=TBD] coaxial loudspeakers of the periphonic loudspeaker array. 

Editor’s note: define required test signal level, length, etc.
c) The reference sound pressure at the geometric center of the free-field volume, [image: image13.png]n(t)



, is captured with the diffuse-field or multi-field microphone.

d) The magnitude spectrum of the reference sound pressure, [image: image15.png]P(f)



, is calculated in 1/3rd octave bands resolution.

Estimated Spectrum measurement

a) The scene-based audio capture device under test shall be mounted in the free-field volume such that its geometric center coincides with the geometric center of free-field volume and the geometric center of the periphonic loudspeaker array.

b) [N=TBD] Decorrelated pink noise signals are played simultaneously over each of the [N=TBD] coaxial loudspeakers of the periphonic loudspeaker array. The pink noise signals shall be identical to the signals used for the reference spectrum measurement.

c) The scene-based audio format representation (compressed or uncompressed

, depending on the use case being tested) is stored for offline analysis.

d) The scene-based audio format representation is uncompressed (if necessary) and converted to an equivalent spatial domain representation using the process specified in [TBD].

 

Editor’s note: Add reference to equivalent spatial domain representation
e) [image: image17.png]5(t)



, the estimate of the sound field at the geometric center of the free-field volume and periphonic loudspeaker array, is synthesized using the equivalent spatial domain representation.
f) The magnitude spectrum of the estimated sound pressure, [image: image19.png]


, is calculated in 1/3rd octave bands resolution.
Calculation of send frequency response for scene-based audio
The send frequency response for scene-based audio,  [image: image21.png]G(f)



, is calculated according to Equation XX: 
[image: image23.png]



]4.2
Objective Test Methodologies for Assessment of Immersive Audio Systems in the Receiving Direction
Examples of subheadings for this section may include: 5.4.1 Motion to Sound Latency in Dynamic Rendering Systems / 5.4.2 Predictive Models for Perceived Source Direction, etc.
4.3
Objective Test Methodologies for Assessment of End to End Immersive Audio Systems

Examples of subheadings for this section may include: 5.4.1 e2e Delay.
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�Not the same notation as in the figure. 


�Namely the omnidirectional component W of an ambisonic or a HOA capture ? Or the result of combined capture+rendering ? Or ?


�What is “equivalent spatial domain” ? Reference ?


�Does it imply that the rest of the room is anechoic or hemi-anechoic ?


�In an anechoic chamber, true anechoic conditions (free-field) only exist in a certain region in the center of the chamber.


�Does it suppose that the array is spherical (the loudspeaker at the same distance of the center)? This shouldn’t be necessary, provided that the distance discrepancy is compensated by appropriate gains. ( This should be OK since the system is calibrated as mentioned in step a)


�It is possible to have other geometries but we believe it is better to harmonize on one configuration for repeatability purposes. The spherical format is an attractive choice as propagation conditions across all speakers (far-field approximation) would be harmonized, no need for delay compensation, etc. As the array must be fully contained within the free-field volume, there is not much incentive for having speakers at different distances in our opinion.


�Shall they be identical? Does their frequency response matter? ( OK if “calibrated”. 


�Good point, need to add further details on the loudspeakers. Happy to make them identical if supported by the group.


�Are there references, specifications or recommendations?


�Yes, ANSI S1.4 describes random-incidence microphones for sound level meters. B&K 4943 is an example of such mic.


�Recommended (minimum) length ?


�This needs further input.


�Is there a guaranty that the compression has no effect on the result at step f)


�It most likely has an effect. What is meant here is that there may be situations where one wants to run this test without compression


�Probably a reference that explains that the conversion into an “equivalent spatial domain representation” is what is also called a “spatial HOA decoding over loudspeakers”…? 


�This needs further inputs.
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