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Remaining open issues for specification 38.391
List of the open issues and type of issue
The status of the open issues has been updated in tracking mode according to the latest agreement. The rapporteur observes there are three remaining issues:
· How to capture security parameter in Paging message (Issue 1-7)
· Checking whether there is new case for “no upper layer data available” other than long writing operation which may impact to how to set MDI field (Issue 3-7)
· Paging ID length impact from new SA2 LS in S2-2507793 (Issue 1-3)
The above issues seem not to be straightforward, so the rapporteur marks the classification as “To be discussed by company contributions”. Further discussion in next meeting would be based on companies’ contribution. 

The rapporteur also would like to remind companies that CT1 sent an LS in the Oct meeting in C1-255679 (LS on the maximum supported AIoT NAS container length). The rapporteur doesn’t foresee impact to MAC, which means it’s not an open issue of MAC, however, for the convenience of tracking protentional discussion points for next meeting, the handling of this LS has still been included in the open issue list as new issue 4-6. The reply LS is supposed to be easy, but if companies think it’s necessary, it can be discussed by contribution.

More details of the remaining issues can be found in the table below, with the highlighted shading of the corresponding table cells. 
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	Issue number, brief title
	Issue description
	Issue classification

	Group 1: Paging

	Subgroup: Multi-reader scenario

	Issue 1-1: multi-reader paging
	If a device gets a new service request while one procedure is still ongoing, whether/how to specify device behaviour or leave it to implementation, and the end of procedure if needed.
· Rel-19 devices are not expected to receive parallel service request for overlapping reader scenario based on network implementation.   Capture this in stage 2 specification.  
· The Rel-19 device always responds to the new service indicated by the received paging message applicable for that device.  Capture this in stage 3 specification.    
· Send LS to RAN3 to notify them of agreements 1 and 2
· Parallel service request for overlapping reader scenario can be addressed in Rel-20
· Status in running CR: captured in 5.2.
	Addressed/closed

	Subgroup: Transaction ID

	[bookmark: _Hlk196469978]Issue 1-2: transaction ID 
	Whether/how to specify how the reader generate Transaction ID, and the size
· Relevant agreements: 
· 6 bits for Transaction ID length.The “transaction ID” can be generated by reader based on CN corelation ID.  FFS how reader will generate “transaction ID”.  FFS the size of transaction ID
· 1 bit solution is excluded.   FFS the size.  Aim to have a reasonable size
· RAN2 confirms how to generate transaction ID is left to reader (no spec impact)
· Status in running CR: the field is captured in 6.2.1.1 with the detailed formatcaptured as Editor’s Note in 6.2.1.1.
	Companies are invited to input views for Q#2Addressed/closed

	Subgroup: Paging message content

	Issue 1-3:
Paging ID length field
	[bookmark: _Hlk200977436]The field to indicate the paging ID length, e.g., value range, how many bits, format design, taking into account of CT4 and SA2 reply LS in C4-252466 and S2-2505793inputs.
· Relevant agreements: 
· A field indicating Paging ID length information is always included together with the paging ID field in the A-IoT paging message, except the case where no ID is included in the A-IoT paging message.   
· The number of bits required for paging ID length field should be as small as possible.  This would require the number of different Paging ID lengths to be small.
· RAN2 sent LS to CT4 and SA2 in R2-2503197 asking for their feedback on the above agreement, for RAN2 to determine the field for paging ID length. CT4 replied with LS and CR in C4-252466 (LS on paging ID). SA2 reply LS is in S2-2505793.
· Note: SA2 already agreed the filtering information and captured it in clause 5.8 in 23.369, this may enable some extent of RAN2 discussion before their feedback.8-bit length field (in unit of bit) is assumed to indicate the paging ID length, based on current SA2/CT4 conclusion.
· However, in Aug meeting, SA2 sent a new LS to RAN2 in S2-2507793 on AIoT Device Permanent ID Length, indicating SA2 identified requirements for longer device ID, and the rapporteur understand this will impact the length of paging ID as well, e.g., 600 bits are needed instead of 256 bits. Therefore, in Oct meeting, RAN2 needs to discuss how to reply the SA2 LS, and how to handle the impact to paging ID length field.
· Status in running CR: the field name is captured in 6.2.1.1 without the detailed format.
	Companies are invited to input views for Q#3To be discussed by company contributions

	Issue 1-4: AO number field
	How to indicate the number of access occasions, e.g. the maximum number, the length of field, format design.
· Relevant agreements: 
· Issue (1-4) For number of access occasions introduce exponential way, 4 bits, value range FFS
· Keep current agreement.   The reader should provide enough access trigger to cover at least signalled AOs in current round, unless the reader choses to start the subsequent paging round.    Capture in stage 2 and rapporteur will work in the wording.   
· Status in running CR: the field name and format is captured in 6.2.1.1 with proposed value range to be reviewed by companies.
	Format is addressed, value range FFS is moved to issue 4-4 Addressed/closed

	Issue 1-5:
Paging content for CFRA
	As baseline, the transaction ID is absent in Paging message for CFRA. FFS on the need for the transaction ID for command case.
· Relevant agreements: 
· RAN2 confirms the pervious RAN2 baseline that transaction ID is not included in paging message for CFRA.  Clarify that CBRA can be used by reader for single deviceFor CFRA, as a baseline the fields related to the transaction ID, indication of paging ID present/absent and number of access occasions are absent.  FFS on the need for the transaction ID for command case.
· Status in running CR: the CR is implemented assuming no transaction ID for CFRA, and no issue is identified.
	Companies are invited to input views for Q#4Addressed/closed

	[bookmark: _Hlk204352098](New)Issue 1-7: Security parameter

	How to include the security parameters in Paging message.
· Based on SA3 sent a LS after May meeting in S3-252392, it’s understood that security is a mandatory feature to be supported by the Rel-19 devices. But companies also raised question during online discussion whether the security parameters can be optional, for instance the feature can be activated/controlled by network. And companies also mentioned that indicating “SA3 is assuming the ability to include an additional parameter, a 128bit random number in the paging request message.” The potential RAN2 impact is to add another field in paging message to contain this security parameter.the signaling overhead of the current paging message design is an important aspect from RAN2 point of view. Then how to capture the security parameter has been postponed and expected more discussion in Oct meeting. In this case, this issue is classified as “to be discussed by contribution”, and the rapporteur would like to suggest companies also to consider more from RAN2 perspective when designing signaling in their contributions, in terms of e.g., signaling compatibility, flexibility, signaling overhead, and scalability.
· SA3 provided more information about the security design in LS S3-252933 in Aug meeting, which should be take into account.
· Relevant agreements: 
· RAN2 thinks it is feasible from a signalling perspective to add the 128 bits.  However, from RAN2 perspective the less overhead the better, so SA3 should avoid adding additional parameters if possible.  
· Indicate to SA3 that RAN2 tries to minimize number of bits required.   Have a maximum size of 1000bits, and whatever they include has to fit in the 1000bits considering bits from all TSG.
· RAN2 will wait for SA3 conclusions in October on whether the “128bit random number in the paging request message” is always required or not.  
· Reply to SA3 (The LS is approved in R2-2506465) 
· RAN2 thinks it is feasible from a signalling perspective to add the 128 bits.  However, from RAN2 perspective the less overhead the better, so SA3 should avoid adding additional parameters if possible.  
· Indicate to SA3 that RAN2 tries to minimize number of bits required.   Have a maximum size of 1000bits, and whatever they include has to fit in the 1000bits considering bits from all TSG.   
· Indicate space pressure from all the WG
· 
· Status in running CR: not captured yet
	To be discussed by company contributionsCompanies are invited to input views for Q#8

	Subgroup: Others

	Issue 1-6:
Paging ID visibility
	Whether Paging ID is invisible or visible to MAC.
· Relevant agreements: 
· The paging ID is visible to the reader.  No specification impact.  
· The current assumption is that the paging identifier is transparent to the A-IoT MAC Layer and carried by upper layer.   FFS if there is really a need for visibility in the MAC layer.
· From the previous discussion, there are some motivations to make paging ID visible to MAC:
· 1. Reader can operate on the paging ID for further sub-grouping. The rapporteur understands this can be considered as an enhancement from reader side for better system efficiency. From device side, since there is an explicit indication for CBRA and CFRA, the device (even in multi-device CFRA) can determine how to perform random access instead of paging ID/group ID. In this case, such visibility is not an essential function. And according to guidance from chairlady, such enhancement can be considered with lower priority.
· 2. Reader can associate the paging ID/device ID and AS ID for a given device within a service request. The rapporteur understands according to RAN3 LS R3-252481, reader will allocate NGAP device ID for each device and maintain the per-session per-device context, via which the reader can associate the command receiving from the NG interface with the AS ID assigned for a device, i.e. such device management/association does not rely on the paging ID/device ID.
· 3. The Temp ID may have impact on this visibility discussion. The rapporteur understands SA3 has not concluded on the solution of Temp ID. But majority seems think this Temp ID is maintained/managed between CN and device, since they already concluded there is no AS security in A-IoT. Therefore, no RAN2 discussion is needed before SA3 further inputs.
	Not critical Addressed/closed

	Group 2: Random access

	Subgroup: R2D trigger message and Msg1 related

	Issue 2-1:
Msg1 resource selection
	Whether/how to specify the device detailed behaviour of randomly selecting the Msg1 resource based on the R2D trigger message.
· Relevant agreements: 
· A new R2D message other than the paging message is introduced for A-IoT device determining MSG1 resources unless RAN1 concludes to use L1 signaling.   The R2D message indicates the start of a set of MSG1 resources that were configured in paging message.   
· Assumption: The R2D message does not include slot number/count down number.
· For Msg1 resource selection procedure capture as guidance the countdown behaviour in the MAC specification (use TP in R2-2503952).  Capture a NOTE that other implementation are allowed.   X, Y will be signalled by paging message.
· Status in running CR: captured in 5.3.3.1.
	Addressed/closed

	Issue 2-2:
Paging&first R2D trigger message
	Whether the R2D trigger message is needed in CFRA, and whether the first R2D trigger message will be merged into paging message in CBRA.
· The start of the first set of MSG1 resources is indicated by Paging message directly instead of the new R2D trigger messages.  R2D trigger message is not sent in CFRA procedure.   Come back if RAN1/4 sees any issues.  Send LS to RAN1/RAN4.
· Status in running CR: captured.
	Addressed/closed

	Issue 2-3: R2D trigger message byte alignment
	The R2D trigger message should be byte aligned or not.
· Relevant agreements: 
· Access Trigger message is 3 bits and no padding bits are added (i.e. not byte aligned)The MAC PDU should be byte-aligned, assuming the allocated TBS value is in the unit of byte.  The actual TBS value depends on RAN1.   FFS for R2D trigger message. 
· FFS  R2D byte alignment dependent on TBS size discussion
· Status in running CR: not captured yet.
	 Companies are invited to input views for Q#11Addressed/closed

	Subgroup: CBRA procedure related
	

	[bookmark: _Hlk204261646]Issue 2-4: CBRA failure detection
	Further down selection between option B and C for msg2 monitor window in CBRA.
· Relevant agreements: 
· The boundary is the reception of either the kth Access trigger message or the subsequent paging message. Reader implementation to send MSG2 immediately (before k) is allowed.    K can be configured to be either 1 or 4 in paging message.  
· 1	Exclude the option of  MSG2 transmission and any retransmission of MSG2 happens within a predefined time window (based on timer)
· 2	A device expecting MSG2 assumes CBRA failure if its MSG2 is not received before a boundary, where the boundary can be further downselected between option B and C below.  A device receiving MSG2 within this boundary transmits MSG3. The device does not process MSG2 (re)transmission received after the boundary. 
· Option B – the boundary is the reception of either the next R2D trigger message or the subsequent paging message 
· Option C – the boundary is the reception of either the kth R2D trigger message or the subsequent paging message (K is FFS)
· Option A (the boundary being the subsequent paging only) is excluded.
· 	For option C, further discuss in terms of complexity at the device vs reader flexibility.
· 3	Including frequency index along with RN16 in MSG2 to reduce collisions of MSG1 between different devices is feasible.  FFS Discuss further whether to include it.
· Status in running CR: the common part of option B and C is captured, while the difference part is in [] and highligted.
	To be discussed by company contributionsAddressed/closed

	Subgroup: Msg2 content
	

	Issue 2-5:
random ID differentiation in Msg2
	Whether to include frequency index along with RN16 in MSG2 to reduce collisions of MSG1 between different devices.
· Relevant agreements: 
· 3-bit frequency index is optionally included with each echoed random ID in MSG2.  We have 1 bit in MSG2 to indicate presence/absence of the frequency information for all included RN16s.In previous meetings, RAN2 discussed whether Msg2 need to include more information on top of the random ID to avoid random ID collision, but there was no consensus.
· RAN2#130 agreement: Including frequency index along with RN16 in MSG2 to reduce collisions of MSG1 between different devices is feasible.  FFS Discuss further whether to include it.
· Status in running CR: not captured yet.
	To be discussed by company contributions Addressed/closed

	Issue 2-6:
number indication of echoed random IDs in Msg2
	Whether to indicate the number of echoed random IDs included in Msg2.
· Relevant agreements: 
· No entry number is included in either Msg2 or NACK feedback message.  RAN2 understands that device can decode the entries one by one till message end, other implementations are not precluded (we will not capture this in the spec). RAN2 agreed that A-IoT Msg2 contains one or multiple echoed random ID(s) from A-IoT Msg1 of different A-IoT devices, but there is no discussion on whether/how to indicate the number of echoed random IDs. The rapporteur understands this can be considered as signaling design/stage3 issue which should be quite straightforward. 
· Status in running CR: the CR is implemented assuming with no explicit number indication, and no issue is identified.
	Addressed/closedCompanies are invited to input views for Q#5

	Issue 2-7: present/absent indication of assigned AS ID in Msg2
	How to indicate the AS ID presence in Msg2.
· One bit indication is needed for each echoed random ID in Msg2 to indicate whether AS ID is present (i.e., assigned by reader) for this random ID..
· Status in running CR: captured.
	Addressed/closed

	Subgroup: CFRA procedure specific

	Issue 2-8: no re-access for CFRA
	How to achieve “no re-access” for CFRA
· Relevant agreements: 
· For CFRA, NACK feedback and re-access is not supported.  FFS how to achieve.
· For CFRA, the device always responds to paging regardless of transaction ID (if we put a transaction ID) (i.e. as long as it is addressed to the corresponding device). 
· Status in running CR: captured in 5.2.
	Addressed/closed

	Issue 2-9: AS ID assignment in multi-device CFRA
	Whether to consider multiple device scenario as to the AS ID in CFRA.
· This scenario is not supported
· Relevant agreements: 
· ID is the only ID needed for addressing the device in R2D command message assuming for CFRA no multiple devices are performing the procedures with the given reader. FFS if we can assume or need to support multiple device scenario.
· For CFRA, the device always responds to paging regardless of transaction ID (if we put a transaction ID) (i.e. as long as it is addressed to the corresponding device    
· Status in running CR: not captured.
	Addressed/closed

	[bookmark: _Hlk196325364]Subgroup: NACK feedback

	Issue 2-10: NACK before paging or R2D trigger message
	For the re-access due to reception of NACK indication before subsequent R2D message, whether the subsequent R2D message is the R2D trigger message or paging message.
· Relevant agreements: 
· For msg3, we rely on whether the device receives NACK indication before subsequent R2D message to determine re-access. No need for a timer. FFS whether subsequent R2D message is trigger message or paging
· After MSG3 transmission, upon receiving NACK with its AS ID before subsequent paging or command addressed to this device from the reader, device determines it will perform re-access.   FFS how to specify. 
· Status in running CR: captured in 5.5.
	Addressed/closed.
“FFS how to specify” is moved to issue 4-4

	Issue 2-11: explicit message for NACK 
	Whether to use a new/explicit R2D message for NACK feedback.
· Relevant agreements: 
· NACK based mechanism is supported for D2R messages to determine re-access for at least msg3.  FFS details including whether we need a timer or explicit message and when reader sends feedback.
· NACK feedback is defined as an explicit message (i.e. new message type).  AS ID(s) is/are included to indicate the failure for given device(s).   Multiplexing of NACK feedback is supported in one message
· Status in running CR: captured.
	Addressed/closed

	Issue 2-12: multiplexing for NACK indication
	Whether to support multiplexing of information for multiple devices in NACK feedback.
· Relevant agreements: 
· Support multiplexing of information for multiple devices in R2D message for msg2.  FFS others for multicast messages.
· Multiplexing of NACK feedback is supported in one message
· Status in running CR: not captured yet.
	Addressed/closed

	Group 3: Data transmission

	Subgroup: Segmentation

	Issue 3-1: command for non-first segment
	Whether upper layer command is included in the R2D message scheduling for non-first segment.
· Relevant agreements: 
· FFS whether the reader always includes the command for retransmission of segments.
· R2D message scheduling non-first segment (re)transmission does not include upper layer command. 
· Status in running CR: captured in 5.4.2.
	Addressed/closed

	Issue 3-2: offset for first segment
	Whether offset is included in the R2D message scheduling for the first segment and unsegmented message
· Relevant agreements: 
· For the retransmission of the first segment/unsegmented D2R message, the reader sends the R2D message by including the upper layer command again.  FFS whether offset zero is always included.
· For the first segment and unsegmented packet (re)transmission, the “offset” indicator in R2D is not present.
· Status in running CR: captured in 5.4.3.
	Addressed/closed

	Subgroup: AS ID

	Issue 3-3: AS ID release
	Whether a release message is needed for AS ID release
· Relevant agreements: 
· Explicit AS ID release message is not neededFFS other cases for release ASID to avoid keeping it indefinitely.
· -	For CBRA, to avoid AS ID being occupied for unnecessary time and to keep alignment between reader and device on AS ID release, device can release AS ID upon receiving paging message with different transaction ID, no matter the paging message is for it or not.   FFS for CFRA
· -	FFS for need for release message
· Status in running CR: captured as Editor’s Note in 5.2.
	Addressed/closedCompanies are invited to input views for Q#6

	Subgroup: D2R message content for data transmission

	Issue 3-4: D2R padding indication
	How to indicate padding and the Length field for SDU (segmentation or non-segmentation) or padding and its size
· Relevant agreements: 
· In case where MAC PDU includes both MAC SDU and padding, for D2R a field to indicate how many SDU bits are present is required.  FFS how this is provided (i.e. SDU length field or padding length field).  The size of length field is FFS.
· A mandatory length field directly indicates the length of D2R data MAC SDU to support varying lengths of D2R data.    The size of length field is 7-bit in bytes.
· The offset indication for transmission/retransmission of the segments after the first segment of a D2R message is 7-bit length in bytes.  Segmented SDUs are also byte aligned.
· Status in running CR: captured in 6.2.2.2.
	Addressed/closed

	[bookmark: _Hlk200981845]Issue 3-5: D2R message type
	Whether to support D2R message type
· Relevant agreements: 
· A 2 bits D2R message type is introduced in this release.  For Rel-19 only one message type exists for D2R message.  RN16 doesn’t include message type as already agreed.FFS whether we introduce D2R message type.  Discuss after looking at the overall MAC header design and space before deciding whether we introduce message type or reserved bits
· FFS D2R message type.  Current running CR will capture no message type,  but we can revisit this next meeting and also consider if any other bits are needed for the MAC header
· Status in running CR: captured as Editor’s Note in 6.1.1.
	Addressed/closedCompanies are invited to input views for Q#7

	Issue 3-6: Write operation response
	Whether the write command type may cause a case of ‘no upper layer data is available for a D2R scheduling’ due to long writing time.
· Relevant agreements:
· The device is expected to send a MAC response to the reader in the D2R occasion.   The MAC response contains the NAS message if available at the D2R occasion.   If there is no NAS message available to transmit at the D2R occasion then the response contains MAC with 0 SDU and padding as needed.   
· Send LS to CT1 to inform the agreement 1 to CT1 and explain that we have an issue with delayed NAS write success response.   RAN2 would prefer that this is handled by CT1 (and give the example of sending NAS response upon successful reception of write command).    Ask if this can be handled by CT1
· Status in running CR: captured in 5.4.1.
	Addressed/closed

	[bookmark: _Hlk204261736](New)Issue 3-7: more data indication handling
	How to set “more data indication” value in case of no NAS response available (i.e., zero SDU)
· Relevant agreements:
· The reader determines no data available case by SDU length 0.   As more data indication is mandatory, the device sets this bit to "0". 
· The reader, in response to 0 SDU in the device’s MAC response, may send a follow-up R2D Upper Layer Data Transfer message at a later time to schedule another D2R Upper Layer Data Transfer message from the device. 
· The follow-up R2D Upper Layer Data Transfer message includes the Received Data Size field with the Received Data Size field set to value 0, without including the original command.
· RAN2 would like to check if there is a case where NAS doesn’t provide a response at all.   If this case exists, RAN2 will discuss this issue.  
· Regarding the above check point, it can be up to companies’ contribution.
· During CR implementation, the rapporteur identified there is no clear conclusion how to set the “more data indication” in case of no data available, i.e., zero SDU.
· Status in running CR: captured as value FFS.
	Companies are invited to input views for Q#9To be discussed by company contributions

	Subgroup: R2D message content for data transmission

	(New) Issue 3-8: R2D TBS
	How to handle the R2D TBS, which may impact R2D padding, byte-alignment design.
· Relevant agreements: 
· Add a 7-bit R2D TBS field (in unit of byte) after R2D message type indication in variable-length R2D messages (i.e., Paging message, Random ID Response message, R2D Upper Layer Data Transfer message, NACK Feedback message).RAN1 LS in R1-2504915
· The length field inside MAC for SDU is not needed for R2D messages, assuming R2D MAC padding is not needed.  FFS can come back if padding is needed depending on granularity of TBS  (only if needed)
· Access Trigger message is 3 bits and no padding bits are added (i.e. not byte aligned)
· Status in running CR: not captured yet.
	Addressed/closedCompanies are invited to input views for Q#10.1, Q10.2

	Group 4: Others

	Subgroup: RAN1 parameters

	Issue 4-1:
RAN1 parameters
	How to handle RAN1 parameters if any, e.g. scheduling info in paging, Msg2, R2D command messages.
· Based on RAN1 LS in R1-2504915, the rapporteur created a subclause 6.2.1.7 in the MAC running CR to capture all the RAN1 agreement parameter, companies are encouraged to check the details and make comment if any.
· Status in running CR: a field named as D2R Scheduling Info is included in Paging message, Msg2 and R2D command message as a placeholder, and the details are captured in subclause 6.2.1.6 based on RAN1 inputs.
	Addressed/closedTo be checked/discussed directly in CR review [POST130][027][AIoT] MAC Running CR

	Issue 4-6
	Whether/how to reduce the size of Frequency Resource Indication in D2R Scheduling Info field
· Relevant agreements: 
· In the current version of CR, Frequency Resource Indication is defined as an 8-bit bitmap based on RAN1 agreement in RAN1 LS in R1-2504915. Some companies propose to reduce the size of the indication. There are two directions raised: 1. If bit duration is set to values other than 266.67μs, shorter bitmap can be used; 2. If the scheduling is for only one resource, the 8-bit bitmap can be replaced with a 3-bit frequency index.
· Considering the 8-bit bitmap as captured in current running CR work well, this signaling reduction is an optimization, which can be discussed only if time allowsWhen a single D2R resource is signaled in R2D upper layer data transfer message , use 3-bit field to represent “Frequence Resource Indication” instead of the 8 bit bitmap.  
· Status in running CR: captured.
	Addressed/closedNot critical

	Subgroup: MAC modelling issue

	Issue 4-2: transport channel
	Whether transport channel concept is used for A-IoT MAC, i.e., between MAC and PHY, and whether logical channel concept or “SAP” is used on the interface between MAC and upper layer.
· Relevant agreements:
· Assume two transport channels are introduced between A-IoT MAC and PHY. One is for R2D, and the other is for D2R. Neither logical channel concept nor SAP is defined for the interface between A-IoT MAC and upper layers.
· Status in running CR: captured as Editor’s Note in 4.2.
	Addressed/closed 

	Issue 4-3
	Terminology, message names, field names, definitions used in MAC running CR
· Relevant agreements:
· Use as baseline the following message names, field names and definitions are to be used in A-IoT MAC:
· Message name: A-IoT Paging message, Access Trigger message, Random ID message, Random ID Response message, R2D Upper Layer Data Transfer message, D2R Upper Layer Data Transfer message.
· Field name: R2D Message Type, RA Type, Indication of Paging ID Presence, Length of Paging ID, Paging ID, Transaction ID, Number of Access Occasions, D2R Scheduling Info, Random ID, Echoed Random ID, AS ID, Assigned AS ID, More Data Indication, SDU Length, MAC Padding, Received Data Size.
· Definitions: 
· Access occasion: A time-frequency resource for device(s) to transmit Msg1 (i.e., the Random ID message) during a CBRA procedure.
· AS ID: The AS layer identifier to address the specific device for R2D reception and D2R scheduling

	Addressed/closedFurther update can be conducted during CR review

	Subgroup: MAC spec implementation to be checked in CR review

	Issue 4-4: MAC spec implementation
	For some easy FFS (e.g., how to implement agreement in spec), the rapporteur took the liberty to propose some implementation resolution, and invite companies to check and review in the running CR.
· AS ID release: FFS for CFRA
· Msg2 retransmission: How to capture device behavior is FFS
· Segmentation: This implies that the R2D message will either have command or offset (but not both). FFS whether we define two message types or one message type with optional fields.
· NACK: FFS how to specify.
· Paging message format: FFS if more than one R bit is required.
· Access occasion number: value range FFS.
	Addressed/closedTo be checked/discussed directly in CR review [POST130][027][AIoT] MAC Running CR

	Subgroup: Others

	(New)Issue 4-5: Forward compatibility
	Whether to consider forward compatibility for R2D messages other than Paging message.
· Relevant agreements:
· For forward compatibility:	
· -	Paging message can be extended to add more fields at the end of the message in further releases, and Rel-19 devices ignore the extension parts added in future release instead of dropping the whole message, without extension indication. Future extension using the same message type is not supported for R2D messages other than paging message.  
· -	No version bit will be introduced 
· -	Remove the R-field in paging message from the running CR
· -	Use 3-bit R2D message type.In WID RP-250796, only paging is required to consider forward compatibility as indicated as “RAN2 aims to design a paging message format such that multiple identifiers can be contained in one paging message, for forward compatibility purposes.” 
· But companies may wonder whether this can be extended to other R2D messages.
· Status in running CR: captured.
	Addressed/closedCompanies are invited to input views for Q#12

	(New) Issue 4-6: CT1 LS on max NAS message size
	In C1-255679 LS on the maximum supported AIoT NAS container length, CT1 asked about the maximum supported AIoT NAS container length in both R2D and D2R directions.
· Background and relevant agreements:
· In R1-2409250/R2-2409405 Reply LS to RAN2 on data block sizes for Ambient IoT, RAN1 indicated that from RAN1 perspective, a maximum TB size of around 1000 bits in PHY for R2D and D2R directions can be supported. Based on this, RAN2 design the SDU length and offset length as 7 bits, which is a sufficiently large value that can indicate the maximum integer number of bytes after subtracting the MAC overhead from 1000 bits. 
· The rapporteur understands that RAN2 can reply CT1 with the above situation, and there is no additional impact to the current MAC signaling format, 
	To be discussed by company contributions



Other open issues if identified
Table: Collection of remaining open issues
Companies are invited to describe any other identified open issues not currently included within this document. Please note for the editorial suggestions/minor issues, as per chairlady’s guidance, companies are expected to give editorial inputs to the rapporteurs via email. No need to repeat those editorial issues here.
	Company
	Other identified open issues? (please describe)

	ASUSTeK
	It hasn’t discussed that whether one R2D MAC PDU could include multiple R2D messages, for example, one R2D MAC PDU includes both NACK Feedback message and Access Trigger message. In our understanding, one R2D MAC PDU seems to include one R2D message. Since there is no length field for a R2D message with variable size, it’s not possible for the device to decode a R2D MAC PDU with multiple R2D messages. As a result, it can be clarify in spec that one R2D MAC PDU includes one R2D message.
Rapp1: Thanks for the comments. In Rel-19 study phase, we had a discussion point of “Logical channels and multiplexing”, and the agreement in the end was that Multiple “AIoT logical channels” for upper layer data are not supported. FFS if AIoT logical channel concept is used depending on final modeling issue. I understand the intention was to exclude multiplexing of multiple MAC PDUs. This is why in MAC specification, currently, each message have its own format with separate msg type, with the clarification that MAC PDU is the data unit format in which a message is encapsulated.
But contribution from proponent is still welcome for more clarification.

	Ofinno
	How the “D2R Scheduling Info” is applied in sections “§5.4.2 D2R message transmission”, “§5.4.3 R2D message reception” and “§5.4.4 D2R segmentation” needs further discussion (e.g., some operation seems redundant, not necessary/correct).  Points to consider/highlight: the “D2R Scheduling Info” could be provided via A-IoT paging message or R2D Upper Layer Data Transfer message and, there are two cases when an A-IoT device can initiate §5.4.4 (case (1) when size of the MAC PDU is larger than TBS provided and case (2) upon reception of R2D Upper Layer Data Transfer message containing the Received Data Size field not set to 0).
Rapp1: Ok, if the issue is the duplication of some sentence, we can consider how to reduce the duplication in Rapp CR, instead of making this as an open issue. (Of course, wording suggestion via offline is still welcome.)

	LGE
	According to the TS 24.369, the following text is captured.

	[bookmark: _Toc207821543]5.2.5	Abnormal cases in the AIoT device
The following abnormal cases can be identified:
a)	Failure of authentication.
	If an AIoT device fails the authentication procedure as specified in 3GPP TS 33.369 [6], the AIoT device shall not respond to the AIoT paging message.
b)	Collision of AIoT paging.
	If a new AIoT paging is received while an inventory procedure is in progress, the AIoT device shall proceed with the ongoing inventory procedure and shall process the new AIoT paging after the completion of the inventory procedure.




According to the current AIoT MAC specification, if the paging message is received, the AIoT device processes the paging message regardless of whether there is ongoing inventory procedure or not. This is because the simultaneous service request can be prevented by the network implementation. However, as highlighted in yellow above, it seems that the device needs to support simultaneous service request case, i.e., the device stores the paging message until completion of the on-going inventory procedure, and the device processes the stored paging message after completion of the inventory procedure. 
From the RAN2 point of view, the device does not store the paging message and the device processes the paging message right after the reception of the paging message. So, we think that there is a different understanding between the CT1 and RAN2. Thus, we think that it would be better to send the LS to CT1 in order to inform the RAN2 understanding and modify/remove the text in CT1 specification.

[LGE Comments]
After uploading this issue, I discussed it with my CT1 colleague, and the conclusion is that there is no problem with this issue. This is because, from the NAS point of view, if the response message is generated for the inventory procedure by the NAS layer, the NAS layer considers the inventory procedure as completed. Thus, the above text highlighted in yellow is to handle the case where the NAS layer receives a paging message before the generation of the response message. Thus, there is no issue between the CT1 and RAN2 specifications. Sorry for my misunderstanding.

Rapp1: Thanks. After checking with the CT1 spec editor, I understand that CT1 may have some revision to this part, and if any issue they will fix it in Oct meeting. But anyway, I agree there is no RAN2 issue.

	LGE
	According to the TS 24.369, the permanent disable procedure is captured as follows.

	[bookmark: _Toc207821549]5.3.4	Permanent disable command procedure
5.3.4.1	General
The purpose of the permanent disable command procedure (see example in figure 5.3.4.1.1) is to permanently disable the communication capability of the AIoT device as specified in 3GPP TS 23.369 [2].
AIoT device
AIOTF
PERMANENT DISABLE COMMAND
PERMANENT DISABLE COMPLETE


Figure 5.3.4.1.1: Permanent disable command procedure




In addition, how to disable the communication capability of the AIoT device is captured in TS 23.369 as follows.

	[bookmark: _Toc201240497]5.2.2.3	Permanent Disable Command
An AIoT Device may be permanently disabled. A permanently disabled AIoT Device does not respond to the Inventory Procedure, as described in clause 6.2.2.
An AIoT Device is permanently disabled by the Permanent Disable command sent by an AIOTF to the AIoT Device.
The Permanent Disable command is sent to an AIoT Device when an authorized AF uses the Permanent Disable command service operations as described in clause 5.2.2.1, or if the network determines to disable the AIoT Device. The Permanent Disable command is sent in the Command Request step and a response is sent in the Command Response step of the Command procedure described in clause 6.2.3. The AIoT Device responds indicating whether the Permanent Disable command was successful.
NOTE:	The trigger conditions when a network determines to disable the AIoT Device depends on operator and implementation policy.
When the AIoT Device has received and verified a Permanent Disable command, it shall no longer respond to the inventory procedure.



According to the above, the device shall not be perform the random access procedure after device is disabled.
However, there is a case where the AIoT device can trigger the inventory procedure when the paging message without containing paging ID is received. If the paging message without containing paging ID is received, the device considers that the device is selected and indicate it to the upper layer. Then, the device performs the random access procedure. (Please refer to the text highlighted in yellow part as below)

	[bookmark: _Toc197703335][bookmark: _Toc207984239]5.2	A-IoT paging
The purpose of this procedure is to transmit A-IoT Paging message to one or more devices. The reader may include the Paging ID field to select a specific device or a group of devices, or may not include Paging ID field to select all devices.
The device always monitors for the A-IoT Paging message, and determines whether the device is selected to initiate the access procedure.
Upon receiving the A-IoT Paging message, the A-IoT MAC entity shall:
[bookmark: _Hlk193994655]1>	if the Access Type field in the A-IoT Paging message indicates CBRA:
2>	if the device has no stored Transaction ID; or
2>	if the value of the Transaction ID field is different from the stored Transaction ID; or
2>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID, if any;
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
[bookmark: _Hlk208936086]3>	if the Paging ID Presence Indication field indicates Paging ID field is absent :
4>	consider the device is selected and indicate it to the upper layers;
3>	else:
4>	forward the content of the Paging ID field to the upper layers;
[bookmark: _Hlk208938517]4>	if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;
3>	if the device is selected:
[bookmark: _Hlk191569777]4>	initiate Contention-Based Random Access procedure as specified in clause 5.3.1;




Based on the above explanation, if the device is disabled, the device should not initiate CBRA procedure to reduce the collision ratio. For this, we think that the NAS layer should indicates that the device is disabled, and AIoT MAC should not respond to the paging message at all. How to capture this behavior should be discussed.

Rapp1: Good point. I agree that after being disabled permanently, the device should not respond to any paging message and MAC should not consider the device is selected. Then, since the device will not respond to anything, it does not need to monitor anything. So, I am thinking maybe we could clarify in MAC that after being disabled permanently, the device should not monitor PRDCH in this case. I will add Q1 for this to collect companies’ views.

	LGE
	If the stored transaction ID is the same as the transaction ID indicated in the paging message and the previous procedure is failed, i.e., re-access case, the device does not need to deliver the paging ID to the upper layer. This is because, the reader transmits the same transaction ID for the same service request. (for the same service request, the same paging ID is contained in the paging message) Thus, if the value of the Transaction ID field is the same as the stored Transaction ID and the previous procedure was determined as failed for this Transaction ID, the device considers that the device is selected and indicate to the upper layer (similar to a case for the absent of the paging ID case). 
Thus, we think that the delivery of the paging ID for the re-access is not needed, and it causes the unnecessary processing overhead which unnecessarily consumes the battery. The following is our text proposal for this issue (Please refer to the text highlighted in yellow as below).
Rapp1: thanks for the comments. I understand your point. Normally, the same service should have both the same paging ID and transaction ID. So checking just the transaction ID is reliable and then enough. The reason we added paging ID check in MAC is based on some companies’ suggestion, as this a safer practice. But then the question is: if only checking transaction ID is not reliable enough, then do we need to also consider there may be a case that the transaction ID is the same but the paging ID isn't, if so this should be treated as a different service as well? 
I will add Q2 for this to collect companies’ views.

	Upon receiving the A-IoT Paging message, the A-IoT MAC entity shall:
1> if the Access Type field in the A-IoT Paging message indicates CBRA:
2> if the device has no stored Transaction ID; or
2> if the value of the Transaction ID field is different from the stored Transaction ID; or
2> if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID if any;
3> store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
3> if the device has been selected for the stored transaction ID; or
3> if the Paging ID Presence Indication field indicates Paging ID field is absent:
4> consider the device is selected and indicate to the upper layers;
3> else:
4> forward the value of the Paging ID field to the upper layers;
4> if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;
3>	if the device is selected:
4> initiate Contention-Based Random Access procedure as specified in clause 5.3.1;





	Apple
	[bookmark: _Toc197703344][bookmark: _Toc207984249]5.4.3	R2D message reception
Upon reception of an R2D Upper Layer Data Transfer message, the A-IoT MAC entity shall:
1>	if the device has a stored AS ID and the R2D Upper Layer Data Transfer message is addressed to the device (i.e., the value of AS ID field is identical to the stored AS ID):
2>	if the Choice Indication field indicates that the Data SDU field is included (i.e., CI field set to 1):
[bookmark: _Hlk204971873]3>	forward the upper layer data SDU in the Data SDU field to upper layers;
3>	initiate the following D2R message transmission, as specified in clause 5.4.2;
2>	else if the Choice Indication field indicates that the Received Data Size field is included (i.e., CI field set to 0):
3>	if the Received Data Size field is set to 0:
4>	initiate the D2R message transmission procedure as specified in clause 5.4.2;
3>	else:
4>	initiate the D2R segmentation procedure using this information as specified in clause 5.4.4;
1>	else if the device has no stored AS ID, and if CFA procedure has been performed in the current procedure:
2>	if the Choice Indication field indicates that the Data SDU field is included:
3>	set AS ID to the value indicated by the AS ID field and store the AS ID;
3>	forward the upper layer data SDU in the Data SDU field to upper layers;
3>	initiate the following D2R message transmission, as specified in clause 5.4.2.

The highlighted condition “ if CFA procedure has been performed in the current procedure” is ambiguous for device implementation, especially in regards of what is “current procedure”. We think for a device having responded to CFA paging, we need some more clear specification of what is used by the device to determine “positive/negative” for the above “if” condition, for example,
a) Whether the end of section 5.4.1 is deemed as the end of “current procedure”? if yes, how to define the “current” procedure in the state after device transmit D2R message, but not yet receive/store AS ID?
b) If not, how to mark the end of CFA procedure, from the device perspective? Will we formally defined the procedure aborts in any of the following cases: 1) Paging, 2) access trigger 3) msg 2 4) negative feedback ?
Rapp1: For CFA, I do not see much room for misunderstanding, because CFA paging does not include transaction ID (devices need to respond to any new paging) and NACK is not applicable to CFA. and the current MAC has been drafted based on the logic that once the device is selected by a CFA paging, it should send the first D2R and then continue monitoring R2D. Upon reception the first R2D (i.e., command request), it takes the AS ID contained in this R2D as its assigned AS ID. And if it receives a new paging (any CFA paging or CBRA paging), it should proceed with the new paging which implies the previous CFA paging procedure is aborded. 
We have discussed whether to have an explicit “end of procedure”, and the conclusion in the end is that the device just follows the new paging. In this case, I think the current text in MAC is sufficient unless any essential new device behavior has been identified. But of course, contribution from proponent is still welcome for more clarification.

	Apple
	[bookmark: _Toc207984253]5.5.2	Detection of data transmission failure
Once the device transmitted the first D2R Upper Layer Data Transfer message after CBRA procedure, the A-IoT MAC entity monitors for NACK Feedback message until the device receives a A-IoT Paging message or R2D Upper Layer Data Transfer message addressed to the device (i.e., the device does not process NACK Feedback message after that)

The (i.e….) part is unclear as it seems confusing, because it seems saying that the device will still receive negative feedback but just not process it in some future events, but after another paging with new transaction ID, the device will still process NACK feedback after that. So, this seems not exactly what we intends to agree.

I suggest to remove this i.e., part, and modify the condition as below: 

until the device receives any A-IoT Paging message; or R2D Upper Layer Data Transfer message addressed to the device’s stored AS ID
Rapp1: For the sentence in bracket, yes, the device need to monitor for paging message, for that it need to receive and decode every R2D message, and after checking msg type, it can know which is paging message, so I tend to keep it.
For the second change, I can add it in the Rapp CR.  
Anyway, I think this should be editorial issue instead of an open issue, and any wording suggestion offline is welcome to make the spec better.

	NEC
	If the device has not received msg2, it will wait until it receives K Access Trigger messages or one A-IoT Paging message.
If the device has received msg2 and responded msg3, and subsequently receives R2D Upper Layer Data Transfer message (which means msg3 transmission is successful), it is unclear whether the device should continue monitoring msg2. We see two alternatives:
· Alt1: The device continues monitoring (until it receives K Access Trigger messages or one A-IoT Paging message). However, if msg2 is received, it is unclear which data should be sent as a response to msg2. In fact, subsequent Random ID Response messages may trigger the device to send "available upper layer data" as a response—this may not be expected by the reader.
· Alt2: The device stops monitoring Random ID Response messages after receiving the R2D Upper Layer Data Transfer message. This requires corrections to the current text.

5.3.1.3   Reception of Random ID Response message
Once the Access Random ID message is transmitted, the device shall monitor for Random ID Response message until it has received K message(s) of the Access Trigger message or the A-IoT Paging message or R2D Upper Layer Data Transfer message addressed to the device (i.e., the device shall not monitor for the Random ID Response message after that). The K is configured in the A-IoT Paging message.
Rapp1: thanks for the good catch. I think the correct understanding should be alt2, since for NACK monitoring, we had a similar agreement “After MSG3 transmission, upon receiving NACK with its AS ID before subsequent paging or command addressed to this device from the reader, device determines it will perform re-access.”. The logic should be the same. 
Although I think the proposed change is reasonable, I would like to add Q3 to double check with other companies.

	Lenovo
	Currently for all five R2D messages except R2D Upper Layer Data Transfer message, monitoring behavior is defined as following
· A-IoT Paging message: The device always monitors for the A-IoT Paging message
· Access Trigger message: If Contention-Based Random Access (CBRA) procedure is initiated … If needed, the device monitors for Access Trigger message until it has received a A-IoT Paging message
· Random ID Response message: Once the Access Random ID message is transmitted, the device monitors for Random ID Response message until it has received K message(s) of the Access Trigger message or the A-IoT Paging message
· NACK Feedback message: Once the device transmitted the first D2R Upper Layer Data Transfer message after CBRA procedure, the A-IoT MAC entity monitors for NACK Feedback message until the device receives a A-IoT Paging message or R2D Upper Layer Data Transfer message addressed to the device
Only R2D Upper Layer Data Transfer message has not defined monitoring behavior. Thus, we suggest also define the monitoring behavior for R2D Upper Layer Data Transfer message to align with other R2D messages as in the following highlighted part.

Once the device transmitted the D2R Upper Layer Data Transfer message, the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the device receives a A-IoT Paging message. Upon reception of an R2D Upper Layer Data Transfer message, the A-IoT MAC entity shall:
1>	if the device has a stored AS ID and the R2D Upper Layer Data Transfer message is addressed to the device (i.e., the value of AS ID field is identical to the stored AS ID):
2>	if the Choice Indication field indicates that the Data SDU field is included (i.e., CI field set to 1):
3>	forward the upper layer data SDU in the Data SDU field to upper layers;
3>	initiate the following D2R message transmission, as specified in clause 5.4.2;
2>	else if the Choice Indication field indicates that the Received Data Size field is included (i.e., CI field set to 0):
3>	if the Received Data Size field is set to 0:
4>	initiate the D2R message transmission procedure as specified in clause 5.4.2;
3>	else:
4>	initiate the D2R segmentation procedure using this information as specified in clause 5.4.4;
<text omitted>
Rapp1: I see your point to add the monitoring behaviour for the R2D Upper Layer Data Transfer message to align other R2D messages. However, it seems that the proposed change can only cover CFA case but not CBRA case. To be specific, in case of CFA, since there is no subsequent paging/re-access, then upon next paging, the device can stop expecting command request. While for CBRA, it’s allowed that a device can receive a command request in the subsequent paging round, that is why we specified the AS ID release upon new paging message instead of subsequent paging message. So if we want to add such monitor behaviour, we should cover both cases. Q4 is added to check companies’ views.

	Transsion Holdings
	In current segmentation procedure, the device will decide to apply segment based on TBS size and upper layer data size. If the segment is applied, the device will obtain the upper layer data based on TBS size, e.g., segment #1 and segment #2. The reader will assemble the segment #1 and segment #2 in to a upper layer data and forward this complete upper layer data to CN. However, it is not clear how does the device to truncate the upper layer data to get segment #1 and segment #2. It is also not clear how does the reader assemble the segment #1 and segment #2. 


So the rule on segment should be known between reader and device. There are 2 solutions to fix this issue.
Solution 1: Add a note in IOT MAC spec to fix one default rule, e.g., from LSB to MSB.
Solution 2: reader will configure a rule in R2D message, e.g., from LSB to MSB or from MSB to LSB.
We think solution 1 is simple and enough, no necessary to have such configuration. 
Proposal 1: Add a note in IOT MAC spec to fix one default rule for segmentation, e.g., from LSB to MSB.
Rapp1: Thanks for the comments, but in the MAC spec, there already is a general PDU format rule saying “The bit order of each parameter field within a MAC PDU is represented with the first and most significant bit in the leftmost bit and the last and least significant bit in the rightmost bit.” Bur contribution from proponent is still welcome for more clarification.



Based on above companies’ comments, the following 4 new issues are added. The rapporteur understands those issues are not so critical/controversial, so the plan is to resolve them in this offline discussion. Companies are invited to input to the corresponding questions.

New issue 5-1: Whether/how to clarify the device behaviour in MAC for permanent disable command
Regarding the device which has been disabled permanently, it should be clear that the device should not respond to any paging message, then it seems no need to monitor any R2D message at all.
Q1: Do companies agree to add the follow changeclarification in MAC spec forthat after being disabled permanently disable case, the device should not monitor PRDCH? 
	The clause describes the A-IoT MAC procedures, which are not applicable to a device once the device has executed the Permanent Disable command, as specified in TS 23.369 [4].





	Company
	Agree or not
	Comments if any

	Futurewei
	Not in general
	The purpose of specifying some specific behaviors is to facilitate interoperability. In this case, SA2 has specified the following in TS 23.369:
5.2.2.3	Permanent Disable Command
An AIoT Device may be permanently disabled. A permanently disabled AIoT Device does not respond to the Inventory Procedure, as described in clause 6.2.2.

[bookmark: OLE_LINK6]So, it should be very clear to device vendors that once a device has executed the Permanent Disable command, it shall not participate any of the procedures defined in the AIoT MAC spec. And, because the Permanent Disable command, once executed, is irreversible, there is no need for the AIoT device to maintain a state and then use that state to decide, in each step, what to do. So, we do not believe anything needs to be specified. However, if RAN2 decides to specify something, we think the following is all we need:
[bookmark: _Toc197703334][bookmark: _Toc208243586]5.1	General
The clause describes the A-IoT MAC procedures, which are not applicable to a device once the device has executed the Permanent Disable command, as specified in TS 23.369 [4].

Rapp2: Based on the comments, I understand that you also agree that MAC is not required to do anything, but disagree to the proposed change. If so, I can suggest to go with your suggested change. :)


	Apple
	No
	A “permanently disabled”  device is no longer an A-IoT device (it is a “dead’ device!). There is no expectation that it still follows A-IoT MAC spec. So, I do not see a need to add anything. 
Rapp2: yes, I feel all companies agree to the fact should be “A “permanently disabled” device is no longer an A-IoT device (it is a “dead’ device!).”. the question is whether/how to clarify something in MAC specification. As pointed out by Futurewei above, SA2 already specify the corresponding device behavior which is not as straightforward as “dead”, that is why I thought it’s better to make it also clear in MAC.
Then I guess the suggested wording from Futurewei is close to this “dead” concept, hope it’s acceptable to you.

[Apple 2] I think if we add the sentence suggest to FW in MAC spec, then we may also need add this to PHY spec. Logically, the best option is to add such a clarification (“No AS layer operations for any disabled device [TS 23.369])” in stage-2 TS, not MAC spec.
Rapp3: I understand PHY spec only describe how to process the L1 signal, no mention about when to monitor. So in any case, I do not expect PHY spec impact for this “permanently disabled behavior”. But I am ok with stage2 clarification, as long as we can make the expected device behavior clearly captured in AS specification. 

	LG
	See comments
	The device can receive the “Permanent Disable Command” again if the response to the “Permanent Disable Command” is not successfully transmitted. It means that even after the NAS layer receives the “Permanent Disable Command”, the NAS layer can receive the “Permanent Disable Command” again to receive the response of the “Permanent Disable Command”.  This is because if the AIoTF does not receive the response of the “Permanent Disable Command “, the AIoTF may transmit the “Permanent Disable Command” unnecessarily. In our understanding, this is why CT1/SA2 specify that the device shall not respond to the paging message when the device is permanently disabled. Thus, we propose the following text.

[bookmark: _Toc52751994][bookmark: _Toc29239818][bookmark: _Toc37296173][bookmark: _Toc52796456][bookmark: _Toc185623515][bookmark: _Toc46490299][bookmark: _Toc197703333][bookmark: _Toc207984237][bookmark: OLE_LINK7]5	A-IoT MAC procedures
[bookmark: _Toc207984238]5.1	General
The clause describes the A-IoT MAC procedures.
When the device is powered on, the device starts monitoring PRDCH for an R2D message, as specified in TS 38.291 [2], in order to perform the corresponding A-IoT MAC procedures. Once the device has executed the Permanent Disable Command, as specified in TS 23.369 [4], the device considers that it is permanently disabled. Otherwise, when the device has not executed the Permanent Disable Command before, the device considers that it is enabled.

…
5.2	A-IoT paging
Upon receiving the A-IoT Paging message, the A-IoT MAC entity shall:
1>	if the Access Type field in the A-IoT Paging message indicates CBRA:
2>	if the device has no stored Transaction ID; or
2>	if the value of the Transaction ID field is different from the stored Transaction ID; or
2>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID, if any;
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
3>	if the Paging ID Presence Indication field indicates Paging ID field is absent:
4>	consider the device is selected and indicate it to the upper layers;
3>	else:
4>	forward the content of the Paging ID field to the upper layers;
4>	if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;
3>	if the device is selected and the device is enabled:
4>	initiate Contention-Based Random Access procedure as specified in clause 5.3.1;
1>	else (i.e., the Access Type field in the A-IoT Paging message indicates CFA):
2>	release the stored AS ID, if any;
2>	release the stored Transaction ID, if any;
2>	forward the content of the Paging ID field to the upper layers;
2>	if the upper layers indicate that this Paging ID is matched:
3>	consider the device is selected;
3>	if the device is enabled:
4> initiate Contention-Free Access procedure as specified in clause 5.3.2.
Rapp2: I understand this is very similar to the version from Futurewei which would be already sufficient?

	Lenovo
	No
	We understand the device behavior associate with permanent Disable command is not in the scope of RAN2, and do not prefer to specify anything about it in MAC specification since this is transparent to MAC. And as commented by Futurewei, this already been specified in SA2 specification.
Rapp2: The thing is if we do nothing in MAC, how to understand the AS behavior? According to the current MAC, MAC SHALL monitor paging and determine it’s selected if no paging ID in paging message, and expect upper layer to generate inventory response. I think this is not the intended MAC behavior.

	Fujitsu
	No
	Agree with Futurewei that SA2 spec has already captured this. This is more of a NAS layer behavior, no need to change MAC spec.
Rapp2: The thing is if we do nothing in MAC, how to understand the AS behavior? According to the current MAC, MAC SHALL monitor paging and determine it’s selected if no paging ID in paging message, and expect upper layer to generate inventory response. I think this is not the intended MAC behavior.

	LGE2
	See comments
	Even though the SA2 spec has already captured the device's behavior when it is disabled, i.e., the device does not respond to the paging message, there is a case where the device initiates the random access procedure when a paging message without the paging ID is received. 
In our understanding, the NAS layer does not generate the NAS message, i.e., MSG3, after the device is disabled. In this case, there is no problem on the NAS procedure. However, from the device's point of view, the device can trigger the random access procedure when a paging message without a paging ID is received, regardless of whether the device is enabled or disabled. It causes the collision of the random access procedure would be increased.
We think that the device behavior to initiate the random access procedure is the RAN2 scope. Thus, the AIoT MAC need to check whether the device is enabled or disabled before initiating the random access procedure. 
Futurewei: 
TS 23.369 further specifies the following highlighted text:
[bookmark: OLE_LINK5][bookmark: OLE_LINK1]5.2.2.3	Permanent Disable Command
An AIoT Device may be permanently disabled. A permanently disabled AIoT Device does not respond to the Inventory Procedure, as described in clause 6.2.2.
An AIoT Device is permanently disabled by the Permanent Disable command sent by an AIOTF to the AIoT Device.
TS 24.369 also make it very clear with the following:
5.3.4	Permanent disable command procedure
5.3.4.1	General
The purpose of the permanent disable command procedure (see example in figure 5.3.4.1.1) is to permanently disable the communication capability of the AIoT device as specified in 3GPP TS 23.369 [2].
Therefore, a correct device implementation shall not allow a device to behave as LGE has described above. How the NAS layer permanently disables the AS layer is an implementation issue. That is why we believe no change in the MAC spec is needed. The text change we have suggested is merely a compromise in case that majority of companies think a text change is needed. We are also fine with capturing such text in a Note in the spec or just in Chair’s notes without spec changes.    

	vivo
	No
	From our perspective, the permanent disable command is an irreversible method to prevent the device from receiving or responding to any further signaling or control words (CW). In other words, when a device receives a permanent disable command and its A-IoT NAS layer processes it, the device performs internal interactions to disable itself, resulting in no further operation at any layer. Furthermore, from the MAC layer perspective, no “enable/disable” state is defined.
Rapp2: I also agree to this view. The question is how to convey such view in the specification. How about we go with the suggested change from Futurewei?

	Ericsson
	No
	Agree with other companies that “permanent disabling” command is already handled in SA2 spec. since RAN2 has not discussed this during the work item phase, we don’t see the need to capture anything in the MAC spec.

	NEC
	See comments
	“Permanently disabled” is a NAS status and NAS can make decision of whether to be select based on “disabled or enabled”. We think the device should still need the notification from upper layers even when the Paging ID Presence Indication field indicates the absence of the Paging ID field.

5.2	A-IoT paging
The purpose of this procedure is to transmit A-IoT Paging message to one or more devices. The reader may include the Paging ID field to select a specific device or a group of devices, or may not include Paging ID field to select all devices.
The device always monitors for the A-IoT Paging message, and determines whether the device is selected to initiate the access procedure.
Upon receiving the A-IoT Paging message, the A-IoT MAC entity shall:
1>	if the Access Type field in the A-IoT Paging message indicates CBRA:
2> if the device has no stored Transaction ID; or
2> if the value of the Transaction ID field is different from the stored Transaction ID; or
2> if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID, if any;
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
3>	if the Paging ID Presence Indication field indicates Paging ID field is absent:
4>	consider the device is selected and indicate it to the upper layers;
[bookmark: _Hlk209085083]4> if the upper layers indicate that the device is not permanently disabled:
5> consider the device is selected
3>	else:
4>	forward the content of the Paging ID field to the upper layers;
4>	if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;
<text omitted>
…

	Nokia
	No
	Agree with other companies that permanently disabled invalidates the RAN2 assumptions that a device “will always monitor for R2D messages” as it should not be on and thus not in RAN2 scope.

	Ofinno
	See comment
	Even though the details of the command are handled by upper layers, we understand that a simple statement could also be added in the A-IoT MAC in similar lines as it is currently captured for the case when there is (or no) power. E.g. as follows:
5.1	General
The clause describes the A-IoT MAC procedures.
When the device is powered on and is not disabled by upper layers, the device starts monitoring PRDCH for an R2D message, as specified in TS 38.291 [2], in order to perform the corresponding A-IoT MAC procedures.
[bookmark: OLE_LINK51]Futurewei: The suggested text change seems to imply that the MAC entity still needs to maintain a state machine and use the state machine to decide what to do whenever the device has sufficient energy. As we have said before, how the NAS layer of the device permanently disables the communication capability of the device is an implementation issue. In one example implementation, the device can disable or disconnect its energy storage unit, without a need for introducing the MAC state machine. We should trust that the developers know what it means by “permanently disables the communication capability of the device” and not overly specify behaviors that do not have impact to interoperability.   
Rapp3: I have a slightly different view; the proposed change looks quite good to me. How the device implementation to achieve this, by a machine state or not, will not be limited by such description.  

	ASUSTeK
	No
	Agree that it is a NAS layer behavior, so there is no need to change MAC spec.

	Qualcomm
	No
	No need to change MAC spec. At most, some clarification on the stage 2 spec, if it is helpful.



Summary for the discussion points:
· In SA2 and CT1 spec, after being permanently disabled, the device behavior described is that such devices will not respond to inventory requests (there is no mention that the devices will stop receiving these requests).
· In the MAC spec, once a device is powered on, it shall monitor the PRDCH for R2D messages. Additionally, in the case of "paging all," the device will directly consider itself selected. (Note: Companies also asked about PHY spec. But PHY spec only describes how to process the L1 signal, not when to monitor. Therefore, it should not have any additional impact on this case.)
From the input provided by companies, it seems all companies agree that the disabled devices shall not monitor the PRDCH. The only question is: whether clarification on this behavior is necessary, and if so, how to clarify it in the MAC, or in another spec like stage2.
After several round view exchanges, it looks like companies tend to accept the clarification being made in stage2 spec, especially the wording suggested by Futurewei and Nokia on the reflector.
Proposal 1:	For permanent disabled device, RAN2 to agree the following TP for stage2 clarification: 
	An A-IoT device monitors the R2D message as long as it has sufficient energy, except for devices disabled by upper layers using the Permanent Disable Command, whereafter the device no longer follows the A-IoT Physical layer procedures defined in TS 38.291 [yy] nor the A-IoT MAC layer procedures defined in TS 38.391 [xx].



New Issue 5-2: Paging ID check in re-access case
In current MAC spec, the paging ID still needs to be checked in re-access case.
	1>	if the Access Type field in the A-IoT Paging message indicates CBRA:
2>	if the device has no stored Transaction ID; or
2>	if the value of the Transaction ID field is different from the stored Transaction ID; or
2>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID, if any;
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
3>	if the Paging ID Presence Indication field indicates Paging ID field is absent:
4>	consider the device is selected and indicate it to the upper layers;
3>	else:
4>	forward the content of the Paging ID field to the upper layers;
4>	if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;


The comment from LG is that if we assuming for a certain service, the transaction ID and paging ID are always the same in subsequent paging messages, then only checking the transaction is sufficient (i.e., remove the yellow highlighted part). Otherwise, if we assume there may be the case the reader uses same transaction ID but different paging ID for different services, then the device should also check paging ID if the transaction ID is the same but the device was not selected by previous paging. Therefore, there could be three options to handle this case.

Option 1: remove the paging check for re-access case. The potential changes are show below:

	1>	if the Access Type field in the A-IoT Paging message indicates CBRA:
2>	if the device has no stored Transaction ID; or
2>	if the value of the Transaction ID field is different from the stored Transaction ID; or
2>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID, if any;
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
3>	if the Paging ID Presence Indication field indicates Paging ID field is absent:
4>	consider the device is selected and indicate it to the upper layers;
3>	else:
4>	forward the content of the Paging ID field to the upper layers;
4>	if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;
2>	else:
3>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
4>	consider the device is selected;



Option 2: add the text for transaction ID check for other cases. The potential changes are show below:

	1>	if the Access Type field in the A-IoT Paging message indicates CBRA:
2>	if the device has no stored Transaction ID; or
2>	if the value of the Transaction ID field is different from the stored Transaction ID; or
2>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the device was not selected in the previous procedure;
2>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID, if any;
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
3>	if the Paging ID Presence Indication field indicates Paging ID field is absent:
4>	consider the device is selected and indicate it to the upper layers;
3>	else:
4>	forward the content of the Paging ID field to the upper layers;
4>	if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;



[bookmark: OLE_LINK8][bookmark: OLE_LINK4]Option3: leave the current text as it, with the understanding that the paging check behavior may be redundant in most cases.

Q2: Do companies agree to the above option1 i.e., paging ID is not checked for re-access case? If option1 is not agreeable, can you accept option2 or option3? Please show your preference in the comment box. 

	Company
	Agree to option1 or not
	Comments, e.g., whether option2 and option3 are acceptable?

	Futurewei
	No to all 3 options.
	The main parameter for determining a device’s eligibility to participate in a procedure is the paging ID. Transaction ID is introduced in the paging message mainly to prevent a device from responding to the same service repeatedly. We should not mix up the functionalities that these two different parameters have been respectively designed for. We have long established the principle for AIoT that the device always follows the reader’s instruction, by that we mean down to the wire. We should not let the device lead the reader by thinking that the device knows what to do without reading the instruction. 

We understand that there is an assumption that the paging ID stays the same for the same service. However, we are not sure that we need to standardize that behavior, because it may unnecessarily prevent some smart implementations that do not break interoperability. For example, the AIOTF may provide a filtering mask to inventory for 512 devices in a service. Nothing prevents a smart reader implementation from splitting that filter mark into two, each for 256 devices and launching two separate CBRA procedures sequentially, both with the same TID but with different paging IDs (i.e., sub-masks), and then reporting the results of both with the same correlation ID to the AIOTF. Such implementation does not harm the interoperability between the reader and AIOTF nor between the device and the reader but may give the reader more flexibility in utilizing the radio resources.

As to Option 3, checking the paging ID is done at the NAS layer, not within RAN2’s remit to assume certain understanding. MAC layer merely forwards the content in the paging ID field to the upper layers.

In summary, we prefer no changes. Let the paging ID and TID be used for what they are designed for. 
Rapp2: I am a bit confused. Actually, option3 is no change.
Futurewei: We are fine with “leave the current text as it,”. We are merely saying that RAN2 is not in the position to make an agreement on “with the understanding that the paging check behavior may be redundant in most cases”, as paging ID checking is done at the NAS layer. If we have to choose among the three options, indeed Option 3 would be our choice.

	Apple
	Option 3
	Option 1 is wrong because the paging ID and other upper layer parameters shall be passed to upper layer for processing (as this has to do with the authentication procedure in SA3). So, it is not correct to omit this step. 

Option 2 is equally wrong. This defeats the purpose of having a “transaction ID”. A device not previously selected shall safely assume it is still not selected if the same transaction ID is seen. Otherwise, the device will busy processing every paging message not destined to it. 

	LGE
	See comments
	Since our assumption, i.e., the transaction ID and paging ID are always the same in subsequent paging messages” was a baseline during the discussion, we still think that there is no reason to deliver/forward the paging ID for the re-access case. In addition, our proposed text would be better than the rapporteur’s proposed text (we think that our proposed text is simpler)
Rapp2: I guess the issue is whether to make some changes. if there is an interest to do the change, of course, we can discuss the wording details.

	Lenovo
	Option 3
	Tend to agree with Apple’s comments

	Fujitsu
	Option 3
	It is safer to include double-check on paging ID in re-access for several reasons:
1. At least to avoid Transaction ID wrap-around issue, although it may rarely happen.
2. RAN2 has agreed that paging ID is visible to reader. It is better not to restrict reader implementation for enhancements for example on the paging sub-grouping.
3. More future-proof, if multi-reader scenario is considered in later release.

	vivo
	Option 1 with some modifications
	We agree with LG’s intention that, for the case of re-access with the same Transaction ID (i.e., the same service with no change in paging ID), there is no need for the device’s upper layer to re-check whether the paging ID matches, as this would be a waste of energy.
Regarding Option 2, we believe there is no scenario in which “the value of the Transaction ID field is the same as the stored Transaction ID, and the device was not selected in the previous procedure,” since the Transaction ID should only be updated when the device confirms its selection. We believe Rapp’s change in Option 1 is the correct approach. However, a slight modification is needed to: 1) ensure the stored Transaction ID is updated when the device is selected; and 2) release the Access Stratum (AS) ID in cases where the device receives a paging message with a Transaction ID matching the stored one but the previous access attempt failed. The corresponding changes should be as follows:
1>	if the Access Type field in the A-IoT Paging message indicates CBRA:
2>	if the device has no stored Transaction ID; or
2>	if the value of the Transaction ID field is different from the stored Transaction ID; or
2>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
3>	release the stored AS ID, if any;
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
3>	if the Paging ID Presence Indication field indicates Paging ID field is absent:
4>	consider the device is selected and indicate it to the upper layers;
3>	else:
4>	forward the content of the Paging ID field to the upper layers;
4>	if the upper layers indicate that the Paging ID is matched:
5>	consider the device is selected;
2>	else:
3>	if the value of the Transaction ID field is the same as the stored Transaction ID, and the previous procedure was determined as failed for this Transaction ID as specified in clause 5.5:
4>	release the stored AS ID, if any;
4>	consider the device is selected;
32>	if the device is selected:
3>	store the received value in Transaction ID field, if the device has no stored Transaction ID, or replace the previously stored Transaction ID with the current received value, if the value of the Transaction ID field is different from the stored Transaction ID;
43>	initiate Contention-Based Random Access procedure as specified in clause 5.3.1;
On top of that, the change is based on the assumption that the paging ID is the same for the same service (i.e., the same transaction ID), whether we should capture a NOTE for this NW implementation (maybe in stage 2)?
Rapp2: I do not see the need to specify NW behavior, given that the consequence is clear from the spec if transaction ID and paging ID are not set properly.

	Ericsson
	Option 3
	Paging ID is an upper layer identifier; it is safer that the MAC layer always send it to upper layer for check. The other options are more like optimization. 

	NEC
	Option 3
	

	Nokia
	Option 3, with comments
	We are generally fine with option 1, but it looks like it works opposite to RAN2s agreements on how to consider any new paging, a new paging.

	[bookmark: _Hlk210126289]Ofinno
	See comment 
	In general, the device applies configurations provided by the network and for that, it seems reasonable that the device checks both paging ID and transaction ID. An open question is whether it is a realistic scenario or not from network/specification point of view that different paging IDs could be used across different paging cycles for the same transaction ID (correlation ID). An option is for RAN2 to send an LS to SA2/RAN3 to understand whether the network is allowed or not to do this or another/simple option is that RAN2 always check both IDs from MAC spec PoV (even if it may not always be needed).
Rapp3: I think the previous RAN2 assumption is that a sensible network deployment should ensure the uniqueness of the mapping between a service flow and its corresponding Transaction ID/Paging ID. Otherwise, the network would need to expect a drop in inventory accuracy. In this sense, technically, duplicate checking isn't essential and can be viewed as an extra safeguard on the device side, given that it has no downside. I think this is a pure RAN2 question about how to organize the spec, and there should be no impact to other WGs.

	ASUSTeK
	Option 3 
	We share a similar view with Ericsson that it would be better for MAC layer to send Paging ID to upper layer, so there is no need to change the current text.

	Qualcomm
	Option 3
	Similar view with Ericsson.



Summary: 
The majority companies think the current spec works ok, so prefer to having no change. 
Proposal 2:	For paging ID check in re-access case, both transaction ID and paging ID are to be checked by the device. (i.e., no change to the current spec.)
New Issue 5-3: Stop Random ID Response message monitoring upon reception of R2D Upper Layer Data Transfer message
In current MAC spec, the end of the msg2 monitoring window is after k Access Trigger message or reception of Paging message. NEC commented that upon reception of R2D Upper Layer Data Transfer message (which means the msg3 has been successfully transmitted), the device also should stop the monitoring. The rapporteur thinks this comment makes sense, especially considering for NACK monitoring, we had a similar agreement “After MSG3 transmission, upon receiving NACK with its AS ID before subsequent paging or command addressed to this device from the reader, device determines it will perform re-access.”. The logic should be the same.

Q3: Do companies agree that the device should stop Random ID Response message monitoring upon reception of R2D Upper Layer Data Transfer message, and the following proposed change in red?

	5.3.1.3   Reception of Random ID Response message
Once the Access Random ID message is transmitted, the device shall monitor for Random ID Response message until it has received K message(s) of the Access Trigger message or the A-IoT Paging message or R2D Upper Layer Data Transfer message addressed to the device (i.e., the device shall not monitor for the Random ID Response message after that). The K is configured in the A-IoT Paging message.



	Company
	Agree or not
	Comments

	Futurewei
	Agree
	We agree with NEC’s analysis and the proposed change.

	Appe
	Do not agree
	Our assumption is that the so-called “monitoring” automatically cease when the following text in 5.3.1.3 is executed:
	initiate the D2R message transmission as specified in clause 5.4.1, upon which the procedure of processing this Random ID Response message ends

Thus, when device send Msg3, the device has already stopped monitoring/processing of Msg2 and nothing in section 5.3.1.3 will still apply. There is no need to consider the case of “receiving a command while waiting for Msg2”.


If there any confusion caused by “shall monitor” sentence, we need remove “monitor” behavior and replace it with “process”:

Once the Access Random ID message is transmitted, the device shall monitor for process any incoming Random ID Response message until it has received K message(s) of the Access Trigger message or the A-IoT Paging message

Rapp2: For clarification, the intention of “upon which the procedure of processing this Random ID Response message ends” is only to stop processing the other ID entries in the current msg2. So it can not stop the monitoring for next msg2.

	LGE
	Agree
	We are ok with rapporteur’s suggested text.

	Lenovo
	Agree
	We understand this issue also relates to the Msg2 retransmission case: that if the device received Msg2 and has respond Msg3, but the reader does not receive Msg3, it will retransmit Msg2 to the device. In this case, the device also needs to monitor Msg2. So we tend to think the Msg2 monitoring is not ended upon the initiation of D2R message transmission as commented by Apple. And we tend to agree with the suggested text by Rapp.

	Fujitsu
	Agree
	Agree with NEC and rapporteur’s analysis. It is similar to the case on NACK monitoring.
To Apple’s comment: when device sends Msg3, it still needs to monitor Msg2 since Msg3 reception may fail and the reader may retransmit Msg2.

	vivo
	Agree
	

	Ericsson 
	agree
	

	Nokia
	Agree
	

	Ofinno
	Agree
	

	ASUSTeK
	Agree
	

	Qualcomm
	Agree
	



Summary:
The majority companies agree to the proposed change:
Proposal 3: For Random ID Response message monitoring, RAN2 to agree the following change to MAC spec:
	5.3.1.3   Reception of Random ID Response message
Once the Access Random ID message is transmitted, the device shall monitor for Random ID Response message until it has received K message(s) of the Access Trigger message or the A-IoT Paging message or R2D Upper Layer Data Transfer message addressed to the device (i.e., the device shall not monitor for the Random ID Response message after that). The K is configured in the A-IoT Paging message.



New Issue 5-4:  End of R2D Upper Layer Data Transfer message monitoring
In current MAC spec, the monitor behaviour for A-IoT Paging message, Access Trigger message, Random ID Response message, as well as NACK Feedback message. Lenovo suggested to also specify similar monitor behaviour for R2D Upper Layer Data Transfer message. The rapporteur understands there seems no harm to make such clarification, and provides the TP based on Lenovo’s suggested change. Companies are invited to suggest better wording as well.

Q4: Do companies agree to add monitoring behavior for R2D Upper Layer Data transfer message (the proposed change is shown in red below)?

	[bookmark: OLE_LINK10]Once the device transmitted the D2R Upper Layer Data Transfer message, if the device does not have a stored AS ID the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the device receives a A-IoT Paging message, and if the device has a stored AS ID, the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the AS ID is released. Upon reception of an R2D Upper Layer Data Transfer message, the A-IoT MAC entity shall:
1>	if the device has a stored AS ID and the R2D Upper Layer Data Transfer message is addressed to the device (i.e., the value of AS ID field is identical to the stored AS ID):
2>	if the Choice Indication field indicates that the Data SDU field is included (i.e., CI field set to 1):
3>	forward the upper layer data SDU in the Data SDU field to upper layers;
3>	initiate the following D2R message transmission, as specified in clause 5.4.2;
2>	else if the Choice Indication field indicates that the Received Data Size field is included (i.e., CI field set to 0):
3>	if the Received Data Size field is set to 0:
4>	initiate the D2R message transmission procedure as specified in clause 5.4.2;
3>	else:
4>	initiate the D2R segmentation procedure using this information as specified in clause 5.4.4;




	Company
	Agree or not
	Comments, wording suggestions

	Futurewei
	Generally agree
	Except:
1. Adding the text in a new paragraph (just like in 5.2 AIoT paging, monitoring and upon reception are in different paragraphs)
2. A couple of editorial changes, as below:
Once the device transmitted the D2R Upper Layer Data Transfer message, if the device does not have a stored AS ID, the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the device receives an A-IoT Paging message, and if the device has a stored AS ID, the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the AS ID is released.


	Apple
	Do not agree (See comments)
	In general, we have the doubts of specifying the “monitoring” restriction of any DL messages as the R19 device is always monitoring PRDCH.

In our view, The current TS have specific text to determine whether/how a device can process an incoming R2D message. Then further specifying the conditions for each message “monitoring” behavior is redundant.
Note that Paging is “always monitored” so we do not have any restriction of that. Hence, instead of the proposed text change in Q4 above, I suggest to remove the monitoring texts for “Access trigger“, “Msg 2”  or “NACK” if they suggest any device-side implementation to restrict monitoring. The spec only need to specify the conditions when a received R2D message can be processed.

For example, the current text for Access Trigger monitoring seems serving no clear purpose, and can be removed
“If needed, the device monitors for Access Trigger message until it has received a A-IoT Paging message.”
  

Also, for NACK feedback message, the “monitor” can be simply replaced with “process” in the sentence below:

Once the device transmitted the first D2R Upper Layer Data Transfer message after CBRA procedure, the A-IoT MAC entity monitors for NACK Feedback message until the device receives a A-IoT Paging message or R2D Upper Layer Data Transfer message addressed to the device (i.e., the device does not process NACK Feedback message after that).


In summary, we can assume R2D data  message is always monitored, too. Whether the device can process it or not can follow the current procedure text in 5.4.3. No change in 5.4.3 is needed. 

Rapp2: the point is monitor “for” a specific R2D message, because when device monitors PRDCH, it will receive everything, and pass to MAC. The MAC needs to filter the expected R2D message by decoding the msg type. The intention is to make it clearer when the MAC needs to expect a specific R2D message.
In fact, RAN2 has spend quite some time to discuss and conclude when to monitor for msg2 and NACK feedback message, so I do not think we can remove them from the current spec.


	LGE
	Agree
	We are ok with rapporteur’s suggested text.

	Lenovo
	Agree
	We are  ok with rapporteur’s suggested text.

	Fujitsu
	Not sure
	We think current spec without the change works fine. It seems the following change will cause confusion and complicate device behavior.
Once the device transmitted the D2R Upper Layer Data Transfer message, if the device does not have a stored AS ID the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the device receives a A-IoT Paging message, and if the device has a stored AS ID, the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the AS ID is released.
If a device receives NACK, it will release the AS ID so it will stop monitoring R2D Upper Layer Data Transfer message (the blue part). It then satisfies the previous condition “does not have a stored AS ID” (yellow part). Then it should monitor the R2D Upper Layer Data Transfer message. This looks confusing.
Rapp2: good point! But I guess this is a different issue, because receiving NACK means failure and a device failed should only monitor for paging message.

	vivo
	Disagree
	Agree with the comments of Apple. 

The following provides further clarification: A powered-on A-IoT device must, at a minimum, process paging messages. Whether an R2D message is a paging message can only be determined by the A-IoT MAC layer. This implies that the A-IoT PHY layer of the device should always receive all R2D messages and forward them to the A-IoT MAC layer. It is the responsibility of the A-IoT MAC layer to determine the R2D message type and decide whether to drop or process a received R2D message. This procedure applies regardless of whether the A-IoT device has a stored AS ID. In this sense, it is not necessary to define highly detailed behavior for R2D message monitoring by an A-IoT device.

Rapp2: I agree with your analysis. The intention to say monitor “for” a specific R2D message, is to drop/not process other not expected messages, considering as you said all the R2D messages will be passed to MAC, and MAC can not just process and respond to all the R2D message anytime.

	Ericsson
	disagree
	In principle, share the same concern as Apple. In addition, the suggested texts may be only workable for the case inventory plus command, but not workable for inventory only case.

	NEC
	See comment
	Generally, we agreed that the monitoring behavior need to be specified:
1) For devices with a successful CBRA procedure
· A NACK Feedback message may indicate that the procedure associated with the stored Transaction ID has failed and release of the AS ID. In this case, the device shall stop monitoring the R2D Upper Layer Data Transfer message.
· A CBRA paging message with the same Transaction ID (compared to the stored Transaction ID) may not trigger the release of the AS ID. Consequently, the device shall not stop monitoring the R2D Upper Layer Data Transfer message.
· A CBRA paging message with a different Transaction ID (compared to the stored Transaction ID) may trigger the release of the AS ID. In this case, the device shall stop monitoring the R2D Upper Layer Data Transfer message.
· A CFA paging message may trigger the release of the AS ID. In this case, the device shall stop monitoring the R2D Upper Layer Data Transfer message. In this case, there is no Transaction ID field.
2) For devices responding to a CFA, any received paging message shall cause the device to stop monitoring the R2D Upper Layer Data Transfer message. In this case, there is no stored Transaction ID.

Based on the above analysis: A device shall monitor the R2D Upper Layer Data Transfer message until it receives a NACK Feedback message address to the device, or a paging message—with the only exception being a paging message that carries the same Transaction ID as the stored one.

5.4.3 	R2D message reception
[bookmark: _Hlk209775677]Once the device transmitted the D2R Upper Layer Data Transfer message, the A-IoT MAC entity monitors for R2D Upper Layer Data Transfer message until the device receives a NACK Feedback message address to the device or A-IoT Paging message except for that the value of the Transaction ID field is the same as the stored Transaction ID. Upon reception of an R2D Upper Layer Data Transfer message, the A-IoT MAC entity shall:
<text omitted>
…

	Nokia
	Agree with apple
	

	Ofinno
	See comment
	We share the concern that the device’s monitoring behaviour should be clarified e.g. to reduce device’s decoding behavior (e.g., decoding on the R2D message header vs having to also process other parts of the message/fields). We suggested a simple TP on the general section 5.4. (instead of within section 5.4.3 which focus on the reception of the R2D message).

[bookmark: _Toc197703342][bookmark: _Toc208243594]5.4	A-IoT upper layer data procedure
[bookmark: _Toc208243595]5.4.1	General
The purpose of this procedure is for a device to transmit or receive upper layer data. 
A device monitors for R2D Upper Layer Data Transfer message after transmission of D2R Upper Layer Data Transfer message until reception of a A-IoT Paging message if the device does not have a stored AS ID or, until the AS ID is released if the device has a stored AS ID.
[bookmark: _Toc195805187][bookmark: _Toc197703343][bookmark: _Toc208243596]5.4.2	D2R message transmission
[bookmark: OLE_LINK13]Upon initiation of the procedure corresponding to the A-IoT access procedure or reception of an R2D Upper Layer Data Transfer message which contains either the Data SDU field or the Received Data Size field set to 0, the A-IoT MAC entity shall:
…
[bookmark: _Toc208243597]5.4.3	R2D message reception
Upon reception of an R2D Upper Layer Data Transfer message, the A-IoT MAC entity shall:
….


	ASUSTeK
	Disagree
	We believe the current wording is fine and does not cause confusion.

	Qualcomm
	See comment
	Ofinno’s text looks better.



Summary:
The current situation is that support and opposition are evenly split.
· 6 companies (Futurewei, LGE, Lenovo, NEC, Ofinno, Qualcomm) are willing to clarify the device monitoring behavior also for R2D Upper Layer Transfer message.
· 6 companies (Apple, Fujitsu, vivo, Ericsson, Nokia, ASUSTek) disagree to having some clarification.
The rapporteur would suggest to discuss this online, using the suggested wording from Ofinno.
Proposal 4:	For R2D Upper Layer Data Transfer message monitoring, RAN2 to discuss whether to include the following change to the MAC spec.
	5.4	A-IoT upper layer data procedure
5.4.1	General
The purpose of this procedure is for a device to transmit or receive upper layer data. 
A device monitors for R2D Upper Layer Data Transfer message after transmission of D2R Upper Layer Data Transfer message until reception of a A-IoT Paging message if the device does not have a stored AS ID or, until the AS ID is released if the device has a stored AS ID.





	
	
At meeting offline discussion for [021] summary
Proposal 1:	For permanent disabled device, RAN2 to agree the following TP for clarification in TS 38.300: 
	An A-IoT device monitors the R2D message as long as it has sufficient energy, except for devices permanent disabled by upper layers using the Permanent Disable Command, whereafter the device no longer follows the A-IoT Physical layer procedures defined in TS 38.291 [yy] nor the A-IoT MAC layer procedures defined in TS 38.391 [xx].



Discussion:
· Wording updates based on some offline comments. See above.
· Then, whether we need some clarification at all?
· LGE: CT1 may be clear this is only for paging; Better to leave it to CT1 spec.
· ZTE: OK with clarification. SA2 may describe it in “not transmitting” way.
· QC: to add “permanent”
· Xiaomi: Noting broken, if we donot clarify anything.
· Futurewei: 
· Samsung: no do anything is better than describtion unclear to other WG.
· 
=> No change to MAC and 38.300 spec (unless CT1 request us.). Companies understand it is clear in SA2 and/or CT1 spec.


Proposal 2:	For paging ID checking in re-access case, both transaction ID and paging ID are to be checked by the device. (i.e., no change to the current spec.)
Discussion:
· Majority view. Quick confirm
=>Confirmed as in P2.

Proposal 3: For Random ID Response message monitoring, RAN2 to agree the following change to MAC spec:
	5.3.1.3   Reception of Random ID Response message
Once the Access Random ID message is transmitted, the device shall monitor for Random ID Response message until it has received K message(s) of the Access Trigger message or the A-IoT Paging message or the R2D Upper Layer Data Transfer message addressed to the device (i.e., the device shall not monitor for the Random ID Response message after that). The K is configured in the A-IoT Paging message.



Discussion:
· Majority view. Quick confirm
=> Confirmed as in P3.

Proposal 4:	For R2D Upper Layer Data Transfer message monitoring, RAN2 to discuss whether to include the following change to the MAC spec.
	5.4	 A-IoT upper layer data procedure
5.4.1	General
The purpose of this procedure is for a device to transmit or receive upper layer data. 
A device monitors for R2D Upper Layer Data Transfer message after transmission of D2R Upper Layer Data Transfer message until reception of a A-IoT Paging message if the device has no stored AS ID or, until the AS ID is released if the device has a stored AS ID.
[bookmark: _Toc210123436]…
5.4.3	R2D message reception
Upon reception of an R2D Upper Layer Data Transfer message, the A-IoT MAC entity shall:
1>	if the device has a stored AS ID and the R2D Upper Layer Data Transfer message is addressed to the device (i.e., the value of AS ID field is identical to the stored AS ID):
2>	if the Choice Indication field indicates that the Data SDU field is included (i.e., CI field set to 1):
3>	forward the upper layer data SDU in the Data SDU field to upper layers;
3>	initiate the following D2R message transmission, as specified in clause 5.4.2;
2>	else if the Choice Indication field indicates that the Received Data Size field is included (i.e., CI field set to 0):
3>	if the Received Data Size field is set to 0:
4>	initiate the D2R message transmission procedure as specified in clause 5.4.2;
3>	else:
4>	initiate the D2R segmentation procedure using this information as specified in clause 5.4.4;
1>	else if the device has no stored AS ID, and if CFA procedure has been performed in the current procedure:
2>	if the Choice Indication field indicates that the Data SDU field is included:
3>	set AS ID to the value indicated by the AS ID field and store the AS ID;
3>	forward the upper layer data SDU in the Data SDU field to upper layers;
3>	initiate the following D2R message transmission, as specified in clause 5.4.2.




Discussion:
· “monitor for” => expect what to be processed in MAC
· “after transmission of D2R Upper Layer Data Transfer message until reception of a A-IoT Paging message if the device has no stored AS ID” => This is after the CFA device ID reporting. In that case, paging will release AS ID.
· It seems we are repeating what section 5.4.3 already captured.
· During post-email, it is 6 companies vs. 6 companies on the need of this change. Not sufficient support for some clarification?
Apple: also see the duplicated text. It is clear in 5.4.3.

=>No change is need for the P4.

------------------------------------------Below is the proposal after at meeting offline----------------

Proposal 1: RAN2 concludes the follow for the proposals in post-email summary R2-2507030:
· For P1, No change to MAC and 38.300 spec (unless CT1 request us). Companies understand it is clear in SA2 and/or CT1 spec.
· For P2, it is agreed.
· For P3, it is agreed.
· For P4, no spec change is needed.

At meeting offline discussion for CT1 reply LS 
R2-2506708	LS on the maximum supported AIoT NAS container length (C1-255679; contact: Lenovo)	CT1	LS in 
	CT1 is currently working on the coding aspects of AIoT NAS command messages.
CT1 kindly requests clarification on the maximum supported AIoT NAS container length in both R2D and D2R directions, including segmentation, if supported.



R2-2506920	[Draft] Reply LS on the maximum supported AIoT NAS container length	Lenovo	CT1 LS
	RAN2 further discussed this issue with below analyses:
The R2D message relates to the command message is R2D Upper Layer Data Transfer message, and the maximum size is 125 bytes. In this message, the MAC header(s) occupies 6 bytes. And RAN2 would like reserve additional 3 bytes for future extension. Thus, the maximum supported length for upper layer data is 116 bytes. This message does not support segmentation. Thus, the maximum size of R2D NAS container is 116 bytes.
The D2R message relates to the command response message is D2R Upper Layer Data Transfer message, and the maximum size is 125 bytes. In this message, the MAC header(s) occupies 2 bytes. And RAN2 would like reserve additional 3 bytes for future extension. Thus, the maximum supported length for upper layer data is 120 bytes. This message support segmentation, i.e. the maximum supported length for upper layer data is 120 bytes in one segment, and there is no limitation on the number of segments. RAN2 understand the maximum size of whole command response message that includes all segments can be larger than 120 bytes. But the total size of the command response may be limited by the Received Data Size field which is used to schedule followed segments by the reader. The field has 7 bits and could indicate maximum 127 bytes. Thus, the maximum size of one command response that can be received by the reader is 127 bytes, and thus the maximum size of D2R NAS container is 127 bytes.
In conclusion, as to the maximum supported AIoT NAS container length mentioned in the LS:
· Maximum size of one R2D NAS container is 116 bytes, which does not support segmentation in Rel-19. If segmentation is introduced in future release, the maximum size of one R2D NAS container may be larger than 116 bytes.
· Maximum size of one D2R NAS container is 127 bytes, which is the maximum size of command response the reader can be received and also considering the segmentation case.
The above conclusion is from RAN2 signaling capability point of view. RAN2 also note that from SA1 requirement, the maximum message size is 1000 bits.



 
Point-1: Whether to consider some margin for the future MAC AS filed extension, when doing the calculation, e.g., in R2D directly?
Discussion:
· For example, we use the R bit to indicate the presence of some known size field, before SDU filed.
· Or, we can just say that answer to CT1 is only about this release for R2D direction.
Apple: It is ok to consider future release. For R19, it is already OK
QC: We can mention something may change in future release.
Interdigital: We may need to mention about the future.
Lenovo: we may need to mention some future extension. 


=>We only clarify the answer is only about R19 in general.

Point-2: Considering D2R segmentation, should we consider the max value by combining two SDUs limited by Received Data Size field (i.e., up to 127bytes NAS), or we should just ask CT1 to follow SA1 requirement (i.e., up to 125bytes NAS)?
Discussion:
· Futurewei: There may be no difference for CT1 between D2R and R2D.
· Interdigital: We should mention the MAC technical result for D2R.
· Samsung: We reply what CT1 ask based on MAC.
· Xiaomi: The design target should be just 125bytes. 
· QC: we need to clarify this is only about “upper layer SDU”, rather than the ID in paging.

=>For the response to single upper layer command in D2R, RAN2 supports the 125 bytes considering SA1 requirement is 125 bytes. 
To explain to CT1 that the D2R segmentation is not intended to support the NAS SDU larger than SA1 requirement. 



=>RAN2 understands for R2D upper layer data for single command, the maximum size of one R2D NAS container is: 125bytes – 6bytes = 119bytes 
 
------------------------------------------Below is the proposal after at meeting offline----------------

Proposal 2: RAN2 replies to CT1:
· We only clarify the answer is only about R19 in general.
· For the response to single upper layer command in D2R, RAN2 supports the 125 bytes considering SA1 requirement is 125 bytes. 
· To explain to CT1 that the D2R segmentation is not intended to support the NAS SDU larger than SA1 requirement. 
· RAN2 understands for R2D upper layer data for single command, the maximum size of one R2D NAS container is: 125bytes – 6bytes = 119bytes 

At meeting offline discussion for SA2 reply LS 
R2-2506750	LS on AIoT Device Permanent ID Length (S2-2507793; contact: Huawei)	SA2	LS in 


	Draft reply to SA2:
· From RAN2 point of view, extending the AIoT Device permanent ID to 256-bit and 496-bit is feasible, based on the calculation of existing fields size in this release.
· However, the less overhead of paging message, the better coverage performance for paging message reception.



Discussion:
· Suggest to leave the decision on the need of extension to SA2.
· Add “in this release”, to clarify the possible future paging format change e.g., multiple IDs case in paging.
· QC: It is good
· Apple: two extensions are not needed.
· Samsung: SA2 only ask for feasibility.
· CMCC: we should support larger amount of devices.


------------------------------------------Below is the proposal after at meeting offline----------------
Proposal 3: RAN2 replies to SA2:
· From RAN2 point of view, extending the AIoT Device permanent ID to 256-bit and 496-bit is feasible, based on the calculation of existing fields size in this release.
· However, the less overhead of paging message, the better coverage performance for paging message reception.
Conclusions
Proposal 1: RAN2 concludes the follow for the proposals in post-email summary R2-2507030:
· For P1, no change to MAC and 38.300 spec (unless CT1 request us later). Companies understand it is clear in SA2 and/or CT1 spec.
· For P2, the proposal 2 is agreed.
· For P3, the proposal 3 is agreed.
· For P4, no spec change is needed.

Proposal 2: RAN2 replies to CT1:
· We clarify the answer is only about R19 in general.
· For the response to single upper layer command in D2R, RAN2 supports the 125 bytes considering that SA1 requirement is 125 bytes. 
· To explain to CT1 that the D2R segmentation is not intended to support the NAS SDU larger than SA1 requirement. 
· RAN2 understands for R2D upper layer data for single upper layer command, the maximum size of one R2D NAS container is: 125bytes – 6bytes = 119bytes 

Proposal 3: RAN2 replies to SA2:
· From RAN2 point of view, extending the AIoT Device permanent ID to 256-bit and 496-bit is feasible, based on the calculation of existing fields size in this release.
· However, the less overhead of paging message, the better coverage performance for paging message reception.
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1. Overall Description:

Ambient IoT technology has the potential to benefit a large number of vertical industries, e.g. smart manufacturing, logistics and warehousing, smart grid, agriculture, and smart home by providing functionalities that fulfil the needs of industrial use cases, as mentioned by SA1.



As part of the Ambient IoT standard, the AIoT Device permanent ID needs to consider the requirement from various industries. SA2 notices the current design on AIoT Device permanent ID lengths (i.e. Identification Information only supports two options: either 96 bit, or 128 bit) has constrains and cannot meet the requirement for some industries like healthcare, global trade, etc.



SA2 has discussed extending the length options of the AIoT Device permanent ID (i.e., the Identification Information part) to support 256-bit and 496-bit. The rationale for this extension has received general support. SA2 would like to clarify that the other parts of the AIoT Device permanent ID (i.e. ID type, domain information) is not impacted.



SA2 roughly estimated that the filtering information will be around 600-bit in case the Identification Information is 496-bit, and around 360-bit in case the Identification Information is 256-bit. The maximum length of filtering information will be decided by CT4 WG. 



In addition to filtering information, SA2 understands the overall length of the paging message may need to consider other information like security parameters, etc.



SA2 would like to check with RAN2 on whether extending the AIoT Device permanent ID to 256-bit and 496-bit is feasible from RAN2 point of view.



2. Actions:

To RAN2 group.

ACTION: 	SA2 kindly asks RAN2 to provide feedback on the above-mentioned issue.



3. Date of Next TSG SA WG2 Meetings:

TSG-SA2 Meeting #171		13th Oct – 17th Oct, 2025		Wuhan, CN

TSG-SA2 Meeting #172		17th Nov – 21st Nov, 2025		Dallas, US




