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Start of changes
[bookmark: _Toc210118075][bookmark: _Toc210118160]6.2b.2.11	ML model training for multiple contexts
Although the ML model may provide an AI/ML inference service for multiple scenarios, there are similarities in the contexts where ML models operate and perform AI/ML inferences. For e.g., two ML model instances for the same inference type in urban or rural areas would have significant overlap in their contexts with respect to their type of learning, performance characteristic, task solving type, clustering technique, training and inference time. The context similarity can be leveraged in forming a cluster of ML models, where ML model instances in the cluster are either trained from the same previously trained ML model or from an ML model previously trained for another similar context as the baseline. The training of an ML model for multiple contexts allows for efficiency by cluster training rather than individually training each one of them. ML training needs to support the capability to form a cluster of ML models as per clustering criteria and train them from the same baseline ML model or from an ML model previously trained for another similar context as the baseline. As input to the training, the clustering criteria needed to distinguish the ML model instances i.e. which ML models can form the cluster and trained together having similarities in context, learning paradigm, evaluation performance metrics, task type, training and inference time etc., may be provided by the MnS consumer. 
In the case of degradation of ML models, updating of ML models is expected to be triggered. For ML models created  by training in clusters, the retraining of a degraded ML model could be triggered to start from another member of the cluster, i.e. start from an ML model with another context to create a new ML model with the desired context.
6.2b.2.12	ML Pre-specialised training
ML model pre-specialised training refers to the process of training an ML model using a dataset that is not specific to one single type of inference. This means that this type of ML model training is not intended to support only one type of inference but rather leverages commonalities among multiple use cases. ML model pre-specialised training can be appliedto AI/ML-based use cases specified in [2], and [3]. For example, an ML model could be pre-specialised trained using dataset from SLS analysis capability group covering type of inference including ServiceExperienceAnalysis, NetworkSliceThroughputAnalysis, NetworkSliceTrafficAnalysis, NetworkSliceLoadAnalysis and E2ElatencyAnalysis (see TS 28.104 [4]).
A pre-specialised trained ML model supports more than one inference type (i.e., is not designed to conduct inference for a specific inference type), but this does not preclude the possibility for a pre-specialised model to conduct inference once it achieved performance requirement for a specific inference type.
A pre-specialised trained ML model can be fine-tuned to narrow down its inference scope, evolving into a new ML model with a single inference type. 

Next change
7.2a.2.1	MLModel
[bookmark: _CR7_2a_2_1_1][bookmark: _Toc210118161]7.2a.2.1.1	Definition
This IOC represents the ML model. ML model algorithm or ML model are not subject to standardization. It is name-contained by MLModelRepository.
This MLModel MOI can be created by the system (MnS producer) or pre-installed. The MnS consumer can request the system to delete the MLModel MOI.
The MLModel contains 3 types of contexts - TrainingContext, ExpectedRunTimeContext and RunTimeContext which represent status and conditions of the MLModel. These contexts are of mLContext <<dataType>>, see clauses 7.4.3 and 7.5.1 for details.
[bookmark: _CR7_2a_2_1_2]It also contains a reference named retrainingEventsMonitorRef which is a pointer to ThresholdMonitor MOI. This indicates the list of performance measurements and the corresponding thresholds that are monitored and used to identify the need for re-training by the MnS Producer. After the MLModel MOI has been instantiated, the MnS Consumer can request MnS producer to instantiate a ThresholdMonitor MOI and update the reference in the MLModel MOI that can be used by the MnS producer to decide on the re-training of the MLModel. The MnS producer can be ML training MnS producer or AI/ML Inference MnS Producer.
The ML model includes information about its applicable type of training, which includes pre-specialised training, fine-tuning, or re-training.
For a pre-specialised trained ML model, the MLModel MOI also include information about its applicable inference scope, which corresponds to a list of inference types which the model can be adapted (fine-tuned) to support.
[bookmark: _Toc210118162]7.2a.2.1.2	Attributes
The MLModel IOC includes attributes inherited from Top IOC (defined in TS 28.622 [12]) and the following attributes:
[bookmark: _CR7_2a_2_1_3]Table 7.2a.2.1.2-1
	Attribute name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	mLModelId
	M
	T
	F
	F
	T

	aIMLInferenceName
	M
	T
	F
	F
	T

	mLModelVersion
	M
	T
	F
	F
	T

	expectedRunTimeContext
	M
	T
	T
	F
	T

	trainingContext
	CM
	T
	F
	F
	T

	runTimeContext
	O
	T
	F
	F
	T

	supportedPerformanceIndicators
	O
	T
	F
	F
	T

	mLCapabilitiesInfoList
	M
	T
	F
	F
	T

	mLTrainingType
	M
	T
	F
	F
	T

	inferenceScope
	CM
	T
	F
	F
	T

	Attribute related to role
	
	
	
	
	

	retrainingEventsMonitorRef
	O
	T
	T
	F
	T

	aIMLInferenceReportRefList
	O
	T
	F
	F
	T

	usedByFunctionRefList
	O
	T
	F
	F
	T



[bookmark: _Toc210118163]7.2a.2.1.3	Attribute constraints
[bookmark: _CRTable7_2a_2_1_31]Table Void7.2a.2.1.3-1
	Name
	Definition

	trainingContext
	Condition: The trainingContext represents the status and conditions related to training and should be added when training is completed.

	inferenceScope
	Condition: When MLModel MOI represents the ML model which was trained by a pre-specialised training.



None.
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