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Comments
This contribution proposes to address issues with respect to AIML lifecycle management features for TR 28.882.

Proposed Changes
* * * First Change * * * *

5	Management capabilities for AI/ML lifecycle
[bookmark: _Hlk210050594]5.A	Management of ML E2E LCM capability
5.A.1	Description
With the advancement of artificial intelligence and machine learning technologies, employing end-to-end lifecycle management (E2E LCM) mechanisms—e.g., AIOps, MLOps, LLMOps—has become an established trend. 
For example, TM Forum IG1310 defines that AIOps stands for AI Operations, which is a framework (set of assets and best practices) that supports the effective design, development, ML training, deployment, daily operations, and maintenance of AI components (and blends of AI and traditional software components) until their final decommissioning at any scale. 
In ITU-T F.748.48 (03/2025) defines that MLOPS stands for Machine learning operations (MLOPS), which combines AI workflows with software development practices to improve the production readiness, repeatability and manageability of AI models. It can optionally integrate MLOPS tools to facilitate the deployment, management and monitoring of AI models in production environments.
MLOps denotes an end-to-end management framework that supports ML models across model design, data management, model training, model testing, inference emulation, continuous delivery/deployment, and continuous monitoring and operations (including inference, update, rollback, decommission, and retirement). The objective of these E2E LCM mechanisms is to enable repeatable, traceable, and measurable execution, whereby the MnS Consumer orchestrates lifecycle functions via workflows/pipelines to achieve automation and efficiency.
[bookmark: _Hlk210036014]5.A.1.1	Management of AI/ML monitoring
TS 28.105 specifies use cases where predefined thresholds are monitored to trigger training initiation/retraining by the producer and defines indicators to be monitored during validation and testing, i.e., monitoring of ML model management aspects.
In addition, TS 28.105 specifies network-side monitoring associated with AI/ML inference (e.g., NG-RAN AI/ML-based distributed Energy Saving, Mobility Optimization, and Load Balancing), where monitored conditions can trigger activation/deactivation of the corresponding AI/ML Inference Functions—i.e., monitoring of network management aspects.
When an E2E LCM mechanism employs ML workflows to manage the ML model lifecycle, multiple dimensions of management data/information may need to be monitored. During the lifecycle, the MnS Consumer may wish to monitor targets including, but not limited to:
· Network conditions,
· Network performance (e.g., PM/KPI, service performance, etc.),
· ML model performance (e.g., ML model validation/testing performance, AI/ML inference performance per TS 28.105), and ML model I/O,
· ML LCM components (e.g., ML repository, ML Training Function, ML Testing Function, AI/ML inference emulation function, ML update function, AI/ML inference function, etc.).,
· ML workflow artifacts (e.g., ML workflows, ML pipelines, and ML policies, etc.).
The MnS Consumer may aim to optimize the ML model by considering overall multi-dimensional monitored data/information and to receive suggested actions when the monitoring reflects a global or joint event. In such case, the MnS consumer should have the capability to request AI/ML monitoring that contains multiple monitoring target, based on which the producer would performcreate AI/ML monitoring instances. The consumer can receive the analysis result which may contain the suggested actions by the producer according to the monitored data/information from a specific monitoring instance.
In addition, the AIML monitoring consumer may pay more attention to their concerned monitoring targets. For example, in a highly dynamic network environment, the consumer typically focuses on the iteration speed of the model—from training to loading and inference—to ensure rapid adaptation to changing network tasks. However, when a specific subnet or region suddenly requires network assurance and relies on ML models for inference and prediction, the consumer’s priority shifts to ensuring that the workflow or management service maintains its priority without being preempted or downgraded, so that critical tasks can be executed reliably.
Therefore, the producer should enable the consumer to have the capability to indicate priority of the monitoring target.
5.A.1.3	Potential requirements
REQ-AIML_MON-1: The AI/ML monitoring MnS producer should have a capability to enable an authorized MnS consumer to request the creation of \AI/ML monitoring instances that contains on multiple monitoring targets, e.g., network conditions, network performance, ML model performance, ML LCM related components and ML workflow artifacts. 
REQ-AIML_MON-2: The AI/ML monitoring MnS producer should maysupport have a capability to  analysis the monitored informationenable an authorized consumer to define the monitoring characteristics related to a specific instance of AI/ML monitoring request.

REQ-AIML_MON-3: The AI/ML monitoring MnS producer may have a capability to identify a global or joint event according to AI/ML monitoring analysis result. 
REQ-AIML_MON-4: The AI/ML monitoring MnS producer may have a capability to report to an authorized consumer with the analysis result that contains the suggested actions by the MnS producer according to the monitored data/information from a specific monitoring instance.
REQ-AIML_MON-5: The AI/ML monitoring may have a capability to enable an authorized MnS consumer to configure the priority of the monitoring targets.
5.A.1.4	Possible solutions
5.A.1.5	Potential requirements

* * * End of Changes * * * *

