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Comments
This contribution propose to Add New Use Case on Management of Vertical Federated Learning.

Proposed Changes
* * * First Change * * * *
5.X	Use cases
[bookmark: _Toc145421156][bookmark: _Toc145334712][bookmark: _Toc145421922][bookmark: _Toc172570838]5.X.1         Management of Vertical Federated Learning
In Rel-19, Vertical Federated Learning (VFL) is introduced for NWDAF(s) and AF(s).There may be one NWDAF or one AF acting as a VFL server and one or multiple NWDAF(s) and/or one or multiple AF(s) acting as VFL Client(s). Vertical Federated Learning is available among NWDAFs or between NWDAF(s) and AF(s) within a single PLMN or between an AF and NWDAF(s) in a single PLMN. When AF is acting as VFL Server, NWDAF(s) is VFL Client(s).
[bookmark: _GoBack]HFL and VFL are two distinct paradigms within the broader framework of FL, each addressing different data distribution scenarios and privacy concerns. For VFL process, participants possess different feature space for potentially overlapping samples, which is ideal and beneficial to be introduced in management system. Since the MLTFunction may be located in cross-domain management system, RAN domain management system and Core domain management system, available datasets for these MLTFunctions may share common samples but offer complementary features. The sample alignment is needed to ensure that different VFL participators share the same sample space before initiating VFL process.
The model training approach for HFL and VFL is also different. Training method allows each VFL Client owning its own local model but not needing to share the same model architectures, since different feature space in VFL Clients may lead to different structures for local models. The main differences for HFL and VFL are summarized as follows:
· HFL Training: HFL Clients train models on local datasets and then the HFL Server aggregates the intermediate results from all HFL Clients to update the global model. The HFL Server sends the aggregated global model or updates back to all HFL Clients. Communication mainly involves the exchange of model parameters or gradients since all participants work on the same feature space. 
· VFL Training: VFL Clients align shared sample IDs. Then, VFL Clients transform their local data into intermediate feature representations for joint training and exchange them with each other or with the VFL Server. VFL Clients update their local models or model parameters based on the joint training results. In VFL, the information of the interaction includes not only model parameters or gradients, but also intermediate feature representations and possible encrypted information.
The description above identifies the difference between HFL and VFL, but the intermediate information of the interaction is implementation specific. 







The VFL training architecture is fully applicable to the characteristics of management system and can fully exploit the potential of management data. This use case proposes to support management of VFL leveraging sample alignment among the entities participating in VFL process.
5.X.3	Potential Requirements
REQ-VFL_MGMT-01: The ML training MnS producer should have a capability allowing an authorized consumer to get the VFL role (VFL server or VFL client) of an ML Training Function in VFL process.
REQ-VFL_MGMT-02: The ML training MnS producer should have a capability allowing an authorized consumer to specify requirements on sample alignment for client selection in VFL.




