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Title:	Study on AI/ML management phase 3
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Unique identifier:	1080012

Potential target Release: Rel-20
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2	Classification of the Work Item and linked work items
2.1	Primary classification
This work item is a …

	x
	Study 

	
	Normative – Stage 1

	
	Normative – Stage 2

	
	Normative – Stage 3

	
	Normative – Other*



2.2	Parent Work Item

	Parent Work / Study Items 

	Acronym
	Working Group
	Unique ID
	Title (as in 3GPP Work Plan)

	
	
	
	

	
	
	
	



2.3	Other related Work Items and dependencies

	Other related Work /Study Items (if any)

	Unique ID
	Title
	Nature of relationship

	[bookmark: bm940084]940084
	Study on AI (Artificial Intelligence)/ML (Machine Learning) for Air interface
	Rel-18 AI/ML in NG-RAN for Aire interface to be managed

	940039
	Study on AI/ML management 
	Rel-18 SA5 study on AI/ML management

	980019
	5GS support for AI/ML-based services
	Rel-18 SA2 work on 5GS support for AI/ML-based services

	1020007
	Study on AI/ML management - phase 2
	Rel-19 SA5 study on AI/ML management

	1060011
	AI/ML management phase 2
	Rel-19 SA5 work on AI/ML management

	1080074
	Study on Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN Phase 3
	Rel-20 AI/ML in NG-RAN for Aire interface to be managed



Dependency on non-3GPP (draft) specification: None
3	Justification
[bookmark: _Hlk146646606]The ongoing advancement of AI/ML techniques in 5GS requires continuous enhancements to AI/ML lifecycle management to support a broader range of functionalities across RAN, 5GC, and management and orchestration. As AI/ML becomes more deeply integrated into 5GS, there is a growing need to support diverse AI/ML technologies, streamline lifecycle management, establish a common AI/ML lifecycle management (LCM) framework, and address sustainability.
Building on the AI/ML lifecycle management capabilities introduced in Re-18 and extended in Rel-19, the Release 20 5GA study will focus on further enhancements in key areas to support AI/ML-based network intelligence and ensure AI/ML sustainability. The study will investigate the following aspects:
· AI/ML Lifecycle Management Enhancements: The study will investigate enhancements of the common AI/ML lifecycle management framework and capabilities to support model training, testing, emulation, deployment, inference, and performance monitoring across 5GS domains, and enable diverse AI/ML techniques (such as Federated Learning, Reinforcement Learning, Distributed Training, Pre-specialised training, Fine-tuning, ). This includes mechanisms for ML model transfer and delivery, consistent application of lifecycle steps across RAN, 5GC, and management and orchestration domains.
· AI/ML Sustainability: As AI/ML adoption expands, optimizing energy consumption and resource efficiency is essential. The study will explore relevant metrics for evaluating AI/ML energy consumption, efficiency, and resource utilization across lifecycle steps, along with control mechanisms to manage AI/ML-related energy consumption particularly during training and inference phases. It will also consider management capabilities to monitor and support the use of renewable energy sources (e.g., solar, wind, hydro) during these operations.
· Relation with other Management Capabilities: The study will investigate how AI/ML management capabilities relate to and interact with other management areas, such as data management, to enable consistent and coordinated operations.
· ML Model Registration and Discovery for AI/ML management: The study will explore enhancements to support ML model registration and discovery mechanisms within the AI/ML management framework, ensuring interoperability and avoiding duplication of existing mechanisms.
By addressing these areas, the Rel-20 5GA study will advance AI/ML lifecycle management to support emerging AI/ML-based network optimizations and sustainability goals. The resulting enhancements will enable more efficient, reliable, and scalable AI/ML integration across 5GS.
4	Objective
The objective of this Rel-20 5GA study is to investigate enhancements of AI/ML management capabilities for the relevant ML model and AI/ML inference function lifecycle operational steps to support AI/ML-based functionalities in management and orchestration, RAN, and 5GC domains. 
WT-1: AI/ML Lifecycle Management Enhancements
WT-1.1: Investigate enhancements of AI/ML management capabilities throughout the AI/ML lifecycle in 5GS, including training, testing, emulation, deployment, inference, to support AI/ML-enabled features in the 5GS. This includes:
1. ML model transfer/delivery as defined by RAN for Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
2. NG-RAN use cases/scenarios including  QoE optimization, network energy saving, and mobility use case(as defined in RP-250812) (as described in RP-252867).
3. 5GC Analytics: Encompasses new 5GC analytics use cases currently under study under WT#2 (see SP-250413) and investigates OAM support for provisioning ML models to relevant 5GC functions to enable AI/ML-based analytics.
4. LMF-based AI/ML Positioning including data collection and ML model training by the OAM for UE positioning.
5. Study feasibility and potential requirements for data collection for (e.g., UE-side and Network-side) to enable model training.
NOTE 1: The works in the subtasks 1-5 listed above is subject to the progress in the relevant WGs in RAN and SA.
WT-1.2: Investigate enhancements of management capabilities to address the specific needs of selected AI/ML training and inference technologies relevant to 5GS. The focus will include Federated Learning, Distributed learning, Reinforcement Learning and Fine-tuning, which are applicable across AI/ML-based functionalities in RAN, 5GC, and OAM.

WT-2: AI/ML Sustainability
[bookmark: _Hlk194993099]WT-2.1: Investigate the development of specific metrics and evaluation methods to assess and optimize the energy consumption, efficiency, and resource utilization of ML models and AI/ML inference functions across the relevant lifecycle steps. 
WT-2.3: Investigate management enhancements to enable monitoring, reporting, and management related to the use of renewable energy sources (e.g., solar, wind, hydro) in AI/ML model training and inference operations. 
NOTE 2: Where applicable, alignment with existing energy efficiency management principles as specified in TS 28.310 will be considered.
WT-3: Relation with other management capabilities
WT-3.1: Investigate relation between AI/ML and other management capabilities (e.g. data management).
WT-4: Registration and Discovery management for AI/ML 
WT-4.1: Study enhancements to support registration and discovery management for AI/ML 
NOTE 3: The work for WT-4.1 will ensure alignment with existing Management and Orchestration (MnS) discovery mechanisms. 
TU estimates and dependencies
	Work Task ID
	TU Estimate (Study)
	TU Estimate (Normative)
	RAN Dependency
(Yes/No/Maybe) 
	SA Dependency
(Yes/No/Maybe)
	Non-3GPP Dependency
(EE/ZSM/TMF etc.)

	WT-1
	2.0
	2.0
	Yes
	Yes
	–

	WT-2
	1.0
	1.0
	Maybe
	Maybe
	–

	WT-3
	0.5
	0.5
	No
	No
	–

	WT-4
	0.5
	0.5
	No
	No
	–



Total TU estimates for the study phase: 4
Total TU estimates for the normative phase: 4
Total TU estimates: 8
5	Expected Output and Time scale

	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	Internal Technical Report
	TR 28.882
	Study on Artificial Intelligence / Machine Learning (AI/ML) management enhancements 
	SA#111, Mar. 2026
	SA#112, Jun. 2026
	Jose Antonio Ordoñez (Ericsson), Jose Antonio Ordoñez jose.antonio.ordonez@ericsson.com

	
	
	
	
	
	



	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks

	
	
	
	


6	Work item Rapporteur(s)
Primary Rapporteur: Hassan Al-Kanani (NEC), Hassan.Alkanani@EMEA.NEC.COM 
Secondary Rapporteur: Jose Antonio Ordoñez (Ericsson), Jose Antonio Ordoñez jose.antonio.ordonez@ericsson.com
7	Work item leadership
SA5

8	Aspects that involve other WGs
Collaboration with SA1 on AI/ML-related requirements, SA2 on 5GC AI/ML, SA3 on AI/ML security, and with RAN WGs for related RAN AI/ML-based functionalities, including NG-RAN AI/ML-enabled features and model transfer/delivery.
9	Supporting Individual Members

	Supporting IM name

	NEC

	Intel

	Verizon

	Deutsche Telekom

	ORANGE

	AT&T

	ZTE

	FiberCop

	China Mobile

	CATT

	China Unicom

	Rakuten Mobile

	NTT Docomo

	Nokia

	Samsung

	Ericsson

	Huawei

	China Telecom

	MATRIXX Software



