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1. Introduction
3D Gaussian Splatting (3DGS) has recently emerged as a photorealistic 3D representation that is lightweight enough for real-time rendering on mobile GPUs. FS_3DGS_MED study has been created to evaluate the support of 3DGS content in 3GPP systems, including capture and creation on device, transmission over 3GPP services, decoding, and rendering on mobile devices. 
This contribution proposes a new use case that can be more analysed in the framework of this study: UC1: on-device capture and sharing of a static 3DGS scene.
We propose that this use case is used as baseline for requirement derivation, traffic analysis, and reference implementation for the following FS_3DGS_MED study evaluation.

2. Reason for Change
We propose that FS_3DGS_MED studies the following scenario: on-device capture and sharing of a static 3DGS scene (personal 3D capture, 3D selfie, object scan). The main steps of the use case are the following ones: 
•	A User Equipment (UE) captures a short video or a set of photos.
•	Training of the static 3DGS scene may be performed on the UE or offloaded to an edge/cloud service.
•	The resulting 3DGS models may is transferred to another UE via Multimedia Messaging Service (MMS), OTT messaging, or file transfer.
•	The receiving UE can view the 3DGS object scene in 6DoF or in a constrained 6DoF mode, where user motion is restricted to the area observed during capture, preventing viewpoints outside the captured coverage
In this use case, the UE is both producer and consumer of 3DGS. 

3. Proposal
It is proposed to agree the following changes to the draft 3GPP TR 26.958.

[bookmark: _Hlk61529092]* * * First Change * * * *
[bookmark: _Toc213432142]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[aa]	3GPP TR 26.928: "Extended Reality (XR) in 5G".

* * * Next Change * * * *
[bookmark: _Toc213432146]3.4	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
Abbreviation format (EW)
3DGS	3D Gaussian Splatting
UE	User Equipment
XR	eXtended Reality

* * * Next Change * * * *
[bookmark: _Toc213432150]5	Use cases
[Editor’s note: Placeholder for the description of the use cases]
[bookmark: _Toc213432151]5.1	Introduction
The present clause describes service scenarios illustrating the generation and the consumption of 3DGS scenes as well as associated working assumptions on the service configurations that serve as basis for detailed analysis documented in the following clauses of this technical report. 
5.2	Use case#1: On-device capture and sharing of a static 3DGS scene
5.2.1	Description
A user initiates a short capture session on a mobile device (UE) using the rear or front camera(s). Various typical capture patterns may be supported, per example:
-	Object/person sweep ("object scan", "3D selfie"): the user moves around a subject at close range, recording multiple viewpoints to ensure good coverage and parallax.
-	Panorama-like clip: the user records a brief handheld video from one fixed position to capture a landscape, room, or monument by a small camera motion (panning).
During capture, the application may guide the user (e.g., coverage hints, exposure/focus locks) and may collect auxiliary signals (e.g., estimated pose, depth sensor data, lens parameters, focal, inertial measurement unit, device GPS, capture framerate…).
From the captured frames, the UE generates a static 3DGS model. Depending on device capability and policy:
-	Generation may happen locally in the UE (e.g. for small objects and short captured clips).	Comment by Eric Yip: I assume short clips here refer to the captured video. In this case extra clarification preferred.
Also I added “e.g.” since the criteria to decide when to generate in the UE vs edge/cloud could be part of the study.
-	Generation may be offloaded to edge/cloud (e.g. for faster turnaround or higher quality).
-	The generation pipeline may be configured to meet the capabilities of the UE, and may include image selection, photometric normalization, background segmentation, UE metadata-based initialization, optimization, decimation, and quantization. Other techniques suitable for mobile devices may also be used.
The 3DGS models may be packaged for exchange and sent to another UE via commonly available channels (e.g., MMS, OTT messaging, or file transfer).
Upon reception on a UE, the application loads the 3DGS model and provides an interactive viewing experience:
-	6DoF or constrained-6DoF: the user is offered the ability to rotate the scanned object/person, zoom, and slightly shift the viewpoint.
-	For larger scenes or non 360 scanned models, the application may constrain motion to the positions around the original capture position(s) to avoid out-of-bound views.
-	The 3DGS model may be rendered in AR or VR, depending on device capabilities and user preferences.
-	In addition to 2D displays, dedicated AR/VR devices (glasses or headsets) could be used to display the 3DGS models within a 360 degree environment.
3GPP TR 26.928 [aa] outlines the 5G XR framework, including a definition of XR use cases and delivery modes. This use case is aligned with Annex A.2 "3D Image Messaging", which describes a capture, 3D model creation, shared and local viewing flow.
5.2.2	Working assumptions
This section outlines the end-to-end processing chain, from capture to rendering on the receiving UE. It enumerates the key functional blocks, and device capability requirements.
-	Acquisition and 3DGS content generation
-	Sensor capture (RGB video, potentially depth and position and orientation if available).
-	On-device 3DGS generation (including structure from motion and training) or upload of 2D captures to the edge/cloud for content generation, then reception of the generated static 3DGS asset into the UE.
[Editor’s note: both workflows are expected to be documented because they have different uplink/downlink traffic and latency profiles.]
-	Compression and packaging
-	The resulting static 3DGS scene is serialized into a delivery format.
[Editor’s note: characterize which Gaussian parameters need to be signalled (position, scale, orientation, color, spherical harmonics, opacity, etc.) and what level of precision and number of gaussians is required for acceptable quality meeting the EU's performance capabilities. This directly impacts file size and bitrate] 
[Editor’s note: To be considered whether existing 3GPP media delivery frameworks (e.g. MMS, messaging, file transfer) can carry a static 3DGS models without new protocol work, or whether new signalling is needed]
-	Transport and delivery
-	For 3DGS model sharing using 3D messaging, the static 3DGS object could be delivered as a discrete file or binary stream using existing 3GPP services (e.g. MMS, messaging, file download, …).
-	Given the amount of data in a static scene and the limits in terms of the number of gaussians for efficient rendering on a UE, latency is not considered critical.
-	Decoding and decompression
-	The UE receiving the 3DGS model parses and decompresses the 3DGS structure and may load it into GPU memory.
-	Rendering
-	Real-time splat-based renderer on a mobile via CPU and/or GPU.
-	Viewpoint movement is locally constrained to the "captured frustum envelope", i.e. viewpoint positions to where the original cameras were during capture, to avoid visual holes and to respect creative intent.
-	User navigation may be restricted by the application to ensure collision avoidance with the 3DGS object and/or to limit the possible views to the captured areas.
[Editor’s note: how “allowed navigation volume” is expressed to the receiver for safety, privacy, and quality reasons]

* * * End of Changes * * * *

