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Rational

The study documented in TR 22.850 [1] is approaching its final stages. Before final conclusions are developed, an intermediate evaluation is required to consolidate the findings from Clause 6.2 (AI/ML-related terminology). This document proposes text for Clause 7 (Overall Evaluation) to capture the terminology-related assessments made so far, highlighting where differences in definitions or interpretations exist across 3GPP working groups (WGs) and clarifying whether these differences lead to potential inconsistencies.

The proposed text focuses on the terminology evaluation (Clause 6.2) and does not yet include assessments of AI/ML feature aspects (Clause 6.3), which remain under study. The content aligns with the way forward endorsed in the last meeting [2].
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Detailed proposals:

Incorporate the following changes into TR 22.850 [1]:
* * * Start of 1st change * * * *

7
Overall Evaluation

Editor's note:
This clause will provide a general evaluation of potential terminology inconsistency #X and potential feature misalignment #X.
7.1
General evaluation on AI/ML related terminology
The study reviewed AI/ML-related activities across TSG SA, TSG RAN, and TSG CT Working Groups, to identify potential misalignment in AI/ML terminology and AI/ML feature descriptions across Working Groups. 

The study confirms that AI/ML-related terminology across 3GPP WGs is broadly aligned at the conceptual level but shows differences in emphasis, scope, and granularity. Most variations are intentional and linked to domain requirements and the relevant specific use cases, rather than contradictions. The analysis of AI/ML terminology revealed that several AI/ML terms were overlapping across Working Groups. 
 A set of unified terminologies has been developed during the study, providing consistent definitions for key concepts such as AI/ML model, AI/ML model training, AI/ML model inference, AI/ML model lifecycle management, Functionality-based lifecycle management, Federated Learning (including Horizontal and Vertical), Transfer Learning.




7.2
Detailed evaluation on AI/ML-related terminology 

-

ML model: Defined with differences across SA5, SA6, and RAN1  

but all converge on a mathematical construct producing outputs from inputs. 

-

ML model training: Consistently described as iterative optimisation of parameters, though WG 



perspectives differ (e.g., lifecycle management in SA5, NWDAF linkage in SA6, performance-driven 



framing in RAN1). These variations are complementary.



-

ML model distributed training: Defined only by SA5 as distributing workload across training functions
. 



-
ML model re-training / model update: SA5 defines re-training as generating a new version without 


altering structure, while RAN1 and SA6 use update with broader scope (parameter and/or structure). 


Unified definitions have been proposed to reduce redundancy: Re-training = generating a new version of 

a previous model. Model update = broader concept covering re-training, parameter adjustment, structural 

modification, or deployment of a new version.

-

ML model testing: SA5 defines testing as a distinct lifecycle stage; RAN1 considers it a subprocess of 

training. SA5’s lifecycle distinction provides clearer management separation, while RAN1 highlights 


operational evaluation during training. Not contradictory but conceptually different.
-

ML model pre-specialised training / fine-tuning: Defined only in SA5. Pre-specialised training 



produces a task-agnostic model with wide inference scope, while fine-tuning narrows this scope to 
a 


new single inference type. This layered paradigm differs from traditional training/re-training and 



supports modular reuse across domains. 
-
Functionality-based lifecycle management: Defined only in RAN1 and used by RAN2. Signalling procedure where network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g. RRC, MAC-CE, DCI); operates based on, at least, one configuration of AI/ML-enabled Feature / Feature Group or specific configurations of an AI/ML-enabled Feature/FG.
-

Federated learning: [text from SA2 inserted]SA5 




explicitly contrasts it with distributed training (job-splitting across nodes), clarifying that federated 


learning is collaborative but privacy-preserving. 




-

Reinforcement learning (RL): Explicitly defined in SA5 (TS 28.105) as part of 








SupportedLearningTechnology. RL is also mentioned by other WGs inluding SA2 (TR 23.700-84)
in the 

context of NWDAF assisted QoS policy generation, though without a formal definition. The term is 


consistently understood as a learning paradigm where agents optimise policies through interaction 



with an environment. No misalignment has been identified, but a baseline reference definition (e.g. 


in TR 21.905) would help ensure cross-WG consistency.
-

ML model activation / de-activation: SA5 defines activation/deactivation at inference function level 


(capability enablement), while RAN1 defines them at model level (feature enablement). These are 



complementary perspectives. Unified definitions have been proposed to distinguish clearly between 


function-level and model-level activation.
-

AI/ML Inference emulation: Defined only by SA5 as an optional lifecycle step to verify deployment 


suitability. It is not mandated, and no explicit definitions exist in other WGs. Release 19 introduces 


enhancements such as environment selection to expand its scope, but adoption remains optional.
-
The term "output" is proposed as unified term  for e.g. decision or prediction or statistic or recommendation.


7.3
Evaluation summary on AI/ML-related terminology
-

No critical inconsistencies in terminology have been identified that would block cross-domain AI/ML 


lifecycle management.
-

Differences mainly reflect WG scope and perspective, not fundamental conflicts.

-

Clarifications on overlapping terms (e.g. distributed vs federated learning, re-training vs update, training 

vs pre-specialised training) would improve transparency.
-

SA-level guidance should serve as a reference point for terminology alignment, without enforcing strict 

unification.
The analysis of AI/ML‑related features identified that services for AI/ML model training, AI/ML model inference and analytics and AI/ML performance evaluation are specified across the SA2, SA5 and SA6 Working Groups. The analysis of AI/ML‑related features also identified that services for data collection for AI/ML are specified across the SA2, SA6 and RAN3 Working Groups. No detailed analysis was progressed on potential misalignment, inconsistencies or overlap between these services.

* * * End of Changes * * * *

�Goes to separate section on single WG use





