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1 Introduction
In RAN#109, the SID for 6GR has been updated in [1]. The detailed objectives of the study for 6GR channel coding are: 
c) Channel coding, using LDPC and Polar Code as baseline, considering applicable extensions to satisfy 6GR requirements and characteristics with acceptable performance/complexity trade-off [RAN1]. 
In this document, summary of both data and control channel coding are provided.
The draft FL proposals will be found in each section with the following way of naming:
	Proposal 3.1.1-1-v1: XXX …
· ‘3.1.1’ is the section number in this document
· ‘1’ is marked as the serial of proposals under this section, e.g. different proposals in this section will be numbered as {1, 2, 3, …}
· ‘v1’ is the version of a proposal, and will be numbered as {v1, v2, v3, …}



2 Proposals for online discussion 
2.1 Proposals for xx online


3 Data channel coding 
3.1 Data channel coding scheme
3.1.1 Motivation for data channel coding scheme
Summary of inputs
As channel coding is an essential component in 6GR wireless communication, its design should satisfy the IMT-2030 requirements of goals [3], wherein the agreed TPR values for IMT 2030 radio interfaces can be found in the Annex B.
Meanwhile, the requirements should be met considering performance/complexity trade-off as described in the SID [1]
In RAN1#122bis meeting, companies discussed the key aspects to consider for 6G data channel coding, which include high throughput, high reliability, low latency, and other use cases, etc. Companies’ views are summarized as below.
· Higher throughput: 22 companies (ZTE, vivo, Xiaomi, CMCC, Huawei, CATT, OPPO, Samsung, Fujitsu, LG, InterDigital, Lenovo, ETRI, ESA, Thales, Rakuten Mobile, MediaTek, Ericsson, Apple, Qualcomm, NTT DOCOMO, Tejas) discussed higher throughput requirements than 5G, wherein 4 companies (vivo, OPPO, Samsung, Apple) think the throughput is at least 2 times higher than 5G considering the agreed peak spectral efficiency, and 8 companies(ZTE, CMCC: 4x, Xiaomi:2n x, Huawei:10x, Lenovo:2.5x~5x, MediaTek:2x~4x, Qualcomm:2.5x) think 6G throughput can be higher than that considering increased peak spectral efficiency and increased bandwidth together.
· ZTE: peak data rate at least four times greater than that of IMT 2020 for both UE and network (2x peak spectral efficiency*2x bandwidth); cell throughput of 40.4~48.32Gpbs
· vivo: at least two times the peak data rate as NR does; Lower energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR.
· Xiaomi: Assuming the system bandwidth is n times the NR counterpart, the peak data rate for 6GR shall be 2n the NR counterpart data rate.
· CMCC: 6GR is expected to achieve much higher peak data rates, e.g., 80 Gbps for the downlink and 40 Gbps for the uplink, compared to the 20/10 Gbps target for 5G NR.
· Huawei: support a higher data rate, e.g., 10x of NR. To be more specific, for new emerging services, the data rate is up to 3*57.6Gbps in DL, 3*5Gbps in UL; for m-TPR deployment scenarios, the data rate can be 281.25~375Gbps per base station from encoding/decoding perspective.
· CATT: higher peak data rate
· OPPO: at least double the 5G LDPC throughput.
· Samsung: 6G LDPC codes should support a least 40 Gbps, which is twice as fast as the 20Gbps design target of NR.
· Fujitsu: higher requirement of peak data rate (e.g., serval hundreds of Gbps)
· LG: higher throughput
· InterDigital: high data rates
· Lenovo: 50~100 Gbps peak data rate; 300~500 Mbps UE-experienced data rates;1.5x to 3x spectral efficiency.
· ETRI, ESA, Thales: 6G peak data rates are expected to be higher than those of 5G NR
· Rakuten Mobile: extreme data rates (e.g., multi-Gbps to Tbps)
· MediaTek: Due to the 6G maximum SE decision made in RAN, 2x-4x peak data rate improvement from the 5G QC-LDPC design is anticipated.
· Ericsson: address KPIs with a much higher peak data rate target
· Apple: According to the ITU‑R recommendation for 6G, peak data rates are expected to reach at least 40 Gbps, and potentially scale well beyond the 20 Gbps maximum design target of 5G NR
· Qualcomm: expect a 50Gbps peak data rate to be supported on the UE device side.
· Tejas: data channel codes should be designed optimally to achieve high throughput, low latency.
· Wherein 13 companies (Nokia, ZTE, vivo, Huawei, Samsung, Lenovo, ETRI, ESA, Thales, MediaTek, Ericsson, Qualcomm, NTT DOCOMO) also emphasize the performance-complexity tradeoff:
· Nokia: considering acceptable performance/complexity trade-off
· ZTE: evaluate all metrics to ensure the tradeoff between performance and complexity.
· vivo: Lower energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR
· Huawei: significant decoding complexity reduction, performance-complexity tradeoff
· Samsung: maintain overall network efficiency and performance for time-sensitive applications
· Lenovo: New emerging services require higher peak data rates and more stringent requirements on spectral and energy efficiency.
· ETRI, ESA, Thales: fast convergence are also expected to be beneficial for energy efficient NTN applications
· MediaTek: the trade-off between Tput, implementation advantage, and performance should be further studied.
· Ericsson: demonstrate significant performance benefits with reasonable complexity/implementation burden
· Qualcomm: 6GR may need to design LDPC codes with significant improvement in the area efficiency and throughput compared to the LDPC codes used in 5G NR.  
· NTT DOCOMO: achieve the required peak data rate and achieve acceptable balance between performance and complexity
· High reliability or low error rate: 9 companies (ZTE, Fujitsu, InterDigital, ETRI, ESA, Thales, Rakuten Mobile, NTT DOCOMO, Tejas) discussed high reliability requirements, while 2 companies (Xiaomi, Ericsson) observe same requirements as 5G.
· ZTE: Polar codes better exploit reliability ordering at short lengths, whereas LDPC’s iterative belief propagation gains are limited by short cycles and constrained iterations on short block lengths. Therefore, Polar codes can be considered for encoding small payload for UE in idle/inactive mode. 
· Xiaomi: The motivation to optimize decoding latency and error floor performance is questionable given the relevant 6GR requirements are the same as 5G.
· Fujitsu: facilitate HARQ-disable/free transmissions
· InterDigital: reduced number of HARQ retransmissions required by latency sensitive services (e.g., XR) or long RTT deployment where HARQ can be disabled
· ETRI, ESA, Thales: in NTN scenarios, improved robustness of low-rate codes is desired.
· Rakuten Mobile: BLER target of [10⁻⁷] or lower; challenging environments such as NTN
· Ericsson: Latency and reliability were evaluated in NR for the same conditions as 6GR.
· NTT DOCOMO: Reliability
· Tejas: For HRLLC services, study channel codes that offer low latency and high reliability (ideally no retransmissions)

· Low latency: 3 companies (Rakuten Mobile, NTT DOCOMO, Tejas) discussed low latency requirements, while 2 companies (Xiaomi, Ericsson) observe same requirements as 5G.
· Xiaomi: The motivation to optimize decoding latency and error floor performance is questionable given the relevant 6GR requirements are the same as 5G.
· Rakuten Mobile: latency below 100 µs
· Ericsson: Latency and reliability were evaluated in NR for the same conditions as 6GR.
· NTT DOCOMO: user plane latency
· Tejas: For HRLLC services, study channel codes that offer low latency and high reliability (ideally no retransmissions)

· Low-complexity/power devices: 2 companies (Rakuten Mobile, Apple) discussed channel coding for low complexity/power, while 1 company (Qualcomm) supports unified design across different device types.
· Rakuten Mobile: target IoT and energy-constrained devices.
· Apple: low power mode to support Internet-of-things (IoT) devices, wearables, and increase the energy efficiency of devices
· Qualcomm: support unified channel code structures across different device types (eMBB/IoT)
	Source
	Observation/Proposal

	Nokia
	[bookmark: _Toc210234213][bookmark: _Toc210234411][bookmark: _Toc205469917]Proposal 2: For the study of 6G channel coding, the scope of potential extensions of the 5G channel coding schemes is to satisfy requirements for 6G use cases.
[bookmark: _Toc210234412][bookmark: _Toc205469918]Proposal 3: For the study of 6G channel coding, efficient hardware reuse between 5G NR and 6G should be considered. 
[bookmark: _Toc210234215][bookmark: _Toc210234413][bookmark: _Toc205469919]Proposal 4: Given the need for an early conclusion by RAN#112 on fundamental aspects such as channel coding, RAN1 should avoid studying channel coding proposals that do not offer significant performance improvement to justify changes in the specifications and the added implementation complexity on top of existing 5G baseline. 
[bookmark: _Toc210234217][bookmark: _Toc205469921][bookmark: _Toc210234415]Proposal 6: RAN1 to study the necessity of any applicable extension on top of BG1 and BG2 considering acceptable performance/complexity trade-off.

	ZTE Corporation, Sanechips
	Observation 1: The peak spectral efficiency of IMT-2030 has been agreed to be twice that of IMT-2020. Together with at least a twofold increase in supported maximum bandwidth spectrum around 7GHz (including the upper 6GHz band), this results into peak data rate and overall throughput of IMT‑2030 are at least four times greater than those of IMT‑2020 for both UE and network.

[bookmark: _Hlk210771084]Proposal 1: 6GR data channel coding design should satisfy a peak data rate at least four times greater than that of IMT‑2020 for both UE and network.
Proposal 3: The following metrics should be evaluated for 6GR LDPC design:
· Performance requirements including throughput, BLER results
· Complexity including computational complexity, hardware complexity

	vivo
	[bookmark: _Ref205816601][bookmark: _Ref205882376]Observation 3: 6GR may target at least 2 times the peak data rates as NR does. Therefore, commensurate over 2 times higher parallelism may be needed at the LDPC encoders and decoders.
[bookmark: _Ref205882385]Observation 4: It is desirable to reduce energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR, such as similar SNR operation point of BLER@10E-1 in NR eMBB scenarios.
[bookmark: _Ref205882402]Proposal 4: The design for 6GR channel coding (particularly, the LDPC for data channels) should consider the following targets,
· At least 2 times the peak data rates as NR, and thus commensurate higher parallelism at the encoders and decoders.
· Lower energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR, such as similar SNR operation point of BLER@10E-1 in NR eMBB scenarios.

	Xiaomi
	Observation 1. The motivation to optimize decoding latency and error floor performance is questionable given the relevant 6GR requirements are the same as 5G.

	CMCC
	[bookmark: _Hlk209197574]Observation 2: Given the agreements in RAN plenary on minimum requirements of system bandwidth and peak spectral efficiency, 6GR is expected to achieve much higher peak data rates, e.g., 80 Gbps for the downlink and 40 Gbps for the uplink, compared to the 20/10 Gbps target for 5G NR.

	Huawei, HiSilicon
	Observation 2: The support of high data rate by channel coding is required for 6GR, taking into account the new emerging services and the potential 6GR network capability. 
Observation 3: NR LDPC BG1 cannot support high data rate with low decoding complexity and a reasonable performance loss. 
Proposal 1: Study 6GR channel coding schemes to support a higher data rate, e.g., 10x of NR, considering the two design principles:
· Significant decoding complexity reduction;
· Performance-complexity tradeoff.

	CATT
	Proposal 3: In order to meet higher peak data rate requirements in 6G data channel, the potential enhancement of the LDPC codes in increasing the lifting size larger than 384 could be studied.

	OPPO
	Proposal 2: The study of 6G LDPC should focus on the extension that is about to at least double the 5G LDPC throughput.

	Samsung
	Observation 1: The cell coverage of a network equipment unit is heavily constrained by its baseband processing capacity, specifically LDPC decoding process being the most dominant contributor to the computational load.
Observation 2: Enhancing the throughput of the LDPC decoding process is identified as a critical and highly impactful strategy for boosting per-unit cell capacity, which directly leads to significant reduction of total network expenditure in 6GR networks.
Observation 3: High-throughput LDPC codes offer a viable solution for the critical latency bottleneck caused by HARQ retransmissions. They also create opportunities for implementing advanced receiver technologies for additional performance gains.
Observation 4: 6G LDPC codes should support a least 40 Gbps, which is twice as fast as the 20Gbps design target of NR.
Observation 5: This approach ensures that proposed solutions, whether they involve new code designs or other acceleration techniques, can be deployed practically and cost-effectively by leveraging existing architectures.

Proposal 1: Study and evaluate extension of NR LDPC codes to address the higher throughput requirements of 6G, while maintaining commonality. 

	Fujitsu
	Observation 1:
· The error floors of 5G LDPC codes could basically satisfy the reliability requirement of 6GR which are all below  under different MCS indices.
· The throughput of 5G LDPC codes may not meet the 6GR requirement of peak data rate.
· The max decoding throughput that 5G LDPC codes can reach is about 20Gbps.
· The code rates supported by 5G BG1/BG2, which are between 1/5 and 11/12, may be not enough for 6GR to support HARQ-disable/free transmissions.

	LG Electronics
	2.1 Higher throughput by larger lifting size
2.2 Higher throughput by changing the base graph

	InterDigital, Inc.
	Emerging applications require new FEC schemes to address extreme performance requirements (e.g. high data rates and low latency) and to support diverse use cases such as immersive services (e.g. VR/AR/MR/XR, autonomous systems (e.g. IIOT, control of autonomous driving or robots), computing services (e.g. edge rendering, AI based services), and information services (e.g. location, sensing). 
Design of new FEC code for these emerging applications needs to consider requirement of higher code rate for high data rate, stronger error correction ability for higher reliability and lower error flow for shorter latency due to reduced number of HARQ retransmissions required by latency sensitive services (e.g., XR) or long RTT deployment where HARQ can be disabled (e.g. NTN) [7][8].

	Lenovo
	Observation 1: Channel Coding enhancements are required to satisfy 6G KPIs giving new emerging services and corresponding requirements.
Observation 2: New emerging services such as immersive communication, XR and smart healthcare and buildings require higher peak data rates and more stringent requirements on spectral and energy efficiency.

	ETRI, ESA, Thales
	Proposal 1. For channel coding evaluation, RAN1 to consider NTN use cases requiring operations at low error rates. The following target BLER levels are proposed depending on use cases:
· Target BLER of 10-2: eMBB
· Target BLER of 10-5: NTN, HRLLC
Proposal 2. RAN1 to evaluate channel coding without HARQ, in order to consider NTN use cases and to observe the baseline performance of the proposed codes (no HARQ combining gain).

	Rakuten Mobile, Inc
	Proposal 2: To guide the evaluation and development of channel coding schemes for 6GR data channels, use the following target scenarios and performance requirements:
· High Throughput
· Note: to support for extreme data rates (e.g., multi-Gbps to Tbps) to meet the demands of XR and other bandwidth-intensive applications
· Ultra-Low Latency
· Note: to target critical control and real-time applications requiring latency below 100 µs
· Ultra-High Reliability
· Note: to target URLLC and mission-critical services requiring BLER target of [10⁻⁷] or lower
· Extreme Coverage
· Note: to support challenging environments such as NTN
· Low-Complexity Devices
· Note: to target IoT and energy-constrained devices.

	MediaTek Inc.
	[bookmark: _Ref205934668][bookmark: OLE_LINK11][bookmark: OLE_LINK159][bookmark: OLE_LINK176][bookmark: OLE_LINK190]Observation 1: Due to the 6G maximum SE decision made in RAN, 2x-4x peak data rate improvement from the 5G QC-LDPC design is anticipated.

	Ericsson
	[bookmark: _Toc210402980][bookmark: _Toc206157189]Observation 1 The key TPR/KPI (related to IMT-2030) relevant to 6G channel coding are: Peak data rate, User plane latency and Reliability.
[bookmark: _Toc210402981]Observation 2 There is no set KPI for 6GR peak data rate in TR 38.914.  
[bookmark: _Toc210391618][bookmark: _Toc210391641][bookmark: _Toc210391655][bookmark: _Toc210391603][bookmark: _Toc210391687][bookmark: _Toc210391673][bookmark: _Toc210391760][bookmark: _Toc210391589][bookmark: _Toc210391718][bookmark: _Toc210402982]Observation 3 The 6G latency and reliability targets are the same as (or similar to) those of 5G NR design. Hence, they are already satisfied by the NR channel coding.  
[bookmark: _Toc210402991]Proposal 1 For the study of channel coding, the following high-level principles are adopted:
a. [bookmark: _Toc210402992]NR channel coding scheme is the baseline for 6G channel coding, i.e. NR LDPC for data, NR Polar (and small block codes) for control. Any code extensions beyond NR shall be required to demonstrate significant performance benefits with reasonable complexity/implementation burden.
b. [bookmark: _Toc210402993]For data channel, 5G LDPC coding is applied to the 6G scenarios whose KPIs are covered by 5G capabilities.  
c. [bookmark: _Toc210402994]The investigation and the applicability of channel coding extension on top of the NR baseline should address KPIs with a much higher peak data rate target.  
d. Avoid minor performance/complexity optimizations (e.g. improving performance by a few tenths of a dB) that do not provide meaningful benefit at system l

Observation 8	Latency and reliability were evaluated in NR for the same conditions as 6GR. 
Observation 9	For achieving the latency and reliability targets, the NR coding schemes were thoroughly analysed during the NR study. They were confirmed to meet the KPI/TPR agreed for 6GR HRLLC case. If any extension beyond NR is to be studied, the block size for evaluation should be no larger than 256 bits ~ 1000 bits.

	Apple
	According to the ITU‑R recommendation for 6G [4], peak data rates are expected to reach at least 40 Gbps, and potentially scale well beyond the 20 Gbps maximum design target of 5G NR.
This gain can further be traded off to reduce decoding complexity by allowing fewer decoding iterations. The impact on hardware complexity can be mitigated by carefully designing decomposable barrel shifters.
Another interesting use case in 6G is the low power mode to support Internet-of-things (IoT) devices, wearables, and increase the energy efficiency of devices. This motivates us to design LDPC codes that are optimized for small base graphs, achieves low BLER at a relatively small number of iterations, that operate at low rates.

	Qualcomm Incorporated
	[bookmark: _Ref210381190]Proposal 1: 6GR channel coding design should strive to ensure that encoder/decoder hardware designed for 6G LDPC and polar codes could be reused across 5G/6G encoding/decoding blocks.  
[bookmark: _Ref210381192]Proposal 2: For channel coding in 6GR, support unified channel code structures across different device types (eMBB/IoT).  

	AT&T
	Proposal 1	For 6GR, strive to reuse the same channel code types supported in 5G NR.

	NTT DOCOMO, INC.
	Proposal 1
· At first, RAN1 to clarify the following points in SID as the basis for motivation and justification for extension 
· [bookmark: _Hlk209790919]6G requirements and characteristics which should be considered in data/control channel coding

Proposal 2
· Study 6G data/control channel coding considering at least the following requirements and characteristics 
· Peak Data Rate
· User plane latency, Reliability
· (Other candidates are not precluded)

Proposal 20
· For data channel coding, 5G LDPC code should be reused as much as possible unless there are critical motivations and clear gains enough to justify the enhancement
Proposal 21
· RAN1 to study the necessity of extensions of data channel coding to achieve the required peak data rate and achieve acceptable balance between performance and complexity

	Tejas Network Limited
	Observation 1: The IMT 2030 use cases and corresponding performance requirements highlight that the data channel codes should be designed optimally to achieve high throughput, low latency.   
Proposal 2: Study channel coding algorithms that are suitable for low power devices.
Proposal 3: For HRLLC services, study channel codes that offer low latency and high reliability (ideally no retransmissions)



Discussion
Discussion
Round 1
FL observes that companies generally agree that 6G data channel coding scheme needs to consider IMT-2030 requirements, such as throughput, reliability, latency, energy efficiency, etc. 
Among these aspects, higher throughput is the most frequently emphasized requirement for 6G data channel coding in submitted contributions. Meanwhile, companies highlight the importance of achieving balance between performance and complexity. Regarding the throughput target for 6GR, companies have proposed a range of at least 2 times to 10 times higher than 5G considering the agreed peak spectral efficiency in RAN#109, the expected increase in bandwidth, and other aspects. Based on the discussion, FL observes at least these aspects can be considered in the study of 6G data channel coding scheme. 
In addition, companies also propose to consider high reliability and low latency for the design of data channel coding scheme, which can be discussed.
FL1 Proposal 3.1.1-1-v1
Proposal 3.1.1-1-v1: Study 6G data channel coding for high throughput and improved performance-complexity tradeoff for both NW side and UE side, where the throughput is 2 to [10] times higher than 5G.
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	The increase of the data throughput should be focused on the “PEAK” data throughput.   The evaluation of higher data throughput of LDPC had been intensively discussed in 5G NR.   The only data throughput enhancement is the potential peak data rate increase in 6GR.  

	Xiaomi
	Y
	

	AccelerComm
	Y
	Arbitrarily high throughputs can be achieved by running multiple encoder/decoder instances of in parallel. The key issue is the hardware efficiency of each instance, across high and low coding rates, long and short block lengths.

	AT&T
	N
	We are OK with studying 6G data channel codes but do not agree with the direction of this proposal: we should study channel codes for different lengths of codeblock lengths and evaluate performance vs. encoding/decoding complexity, in a way that allows unified channel coding/decoding framework for different link qualities.

	MTK
	Y
	Generally ok with the proposal. However, to be more aligned with SID, suggest to modify the proposal as follows. Also, to reflect the fact that max Tput requirement is not finalized yet but max SE is double and new spectrum is added, we suggest following change
 Study 6G data channel coding for high throughput and improved with acceptable performance-complexity tradeoff for both NW side and UE side, where the throughput is 2 to [4] times higher than 5G 

	Lenovo
	Y
	We suggest removing improved performance-complexity tradeoff as it is captured in the proposal below.

	LGE
	Y
	Even if peak rate requirement was not set in the last RAN plenary meeting, it may be beneficial to study channel coding for higher throughput requirement.



FL1 Proposal 3.1.1-2-v1
Proposal 3.1.1-2-v1: Study 6G data channel coding considering the following aspects:
· Higher reliability 
· lower latency
· low complexity/power consumption
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y or N
	We would like to have the matrix of quantitative reference values for higher reliability, lower latency and power consumption. All these KPIs are heavily dependent to the implementation.   I would like the feature lead to provide the reference matrix for evaluation.  If there is no reference matrix, we don’t agree with the proposal.

	Xiaomi
	N
	We are reluctant to consider the first two bullets given the same requirement defined in TR 38.914 as to 5G. For the low complexity/power consumption bullet, isn’t it already in the first proposal?

	AccelerComm
	Y
	5GNR LDPC codes exhibit error floors below BLER of 10-4. But lower BLERs are often targeted in NTN applications. Worst case latency for decoding a single 5G NR LDPC codeblock is typically no greater than 30 us in FPGA and even lower in ASIC. It is not clear if lower latency than this is needed for 6G.

	AT&T
	Y
	We are fine with the aspects mentioned, however a baseline needs to be added as a reference for evaluation. We would like to add a note:
Note: NR data channel coding is considered baseline for the evaluation

	MTK
	N
	Due to 6G requirement on the reliability and latency is the same, it’s not clear to us the motivation of studying the first two bullets. 

	Lenovo
	Y/N
	Same comment as Xiaomi, improved performance-complexity tradeoff includes the bullets: higher reliability and low complexity/power consumption. Only if in the first proposal, the intention is to consider solutions that enable higher throughput without impacting performance and complexity. In this case, we accept this proposal but we need to clarify first one.

	LGE
	
	Reliability and latency requirements are the same as those of 5G. If channel coding study considers these aspects, motivation/use case should be clearly provided.

	
	
	



3.1.2 Design of data channel coding scheme
Summary of inputs
In RAN1#122bis meeting, companies discussed the solutions for 6G data channel coding. Companies’ views are summarized as below.
· LDPC code for data channel: Nokia, Spreadtrum, ZTE, vivo, Xiaomi, CMCC, OPPO, Samsung, Fujitsu, LGE, InterDigital, Lenovo, ETRI, ESA, Thales, MediaTek, Ericsson, Apple, Qualcomm, AT&T, NTT DOCOMO, Tejas, CATT, Lekha
· QC-LDPC: Nokia, Samsung, MediaTek
· Polar code for data channel: Huawei

To support higher throughput and performance-complexity tradeoff, companies’ views are summarized as below
· LPDC code for higher throughput data channel coding
· Option 1-1: Increase lifting size: vivo, CMCC, Lekha, CATT, OPPO, Samsung, Fujitsu, Lenovo, MediaTek, Apple, NTT DOCOMO, Tejas
· Option 1-2: Reduce the maximum number of iterations, e.g., fast convergence LDPC: ZTE, CMCC, Lekha, OPPO, LGE, MediaTek, Apple, Qualcomm, NTT DOCOMO, Tejas
· Option 1-3: Increase the number of systematic columns: ZTE, Lekha, ETRI, ESA, Thales, NTT DOCOMO, Tejas
· Option 1-4: Reduce the number of edges in the LDPC base graph: Samsung, Lekha, ETRI, ESA, Thales, MediaTek, NTT DOCOMO
· Option 1-5: Parallelism optimization, e.g., improving the orthogonality between rows of BG: CMCC, Lekha, MediaTek, NTT DOCOMO, Tejas
· Polar code used for higher throughput data channel coding: Huawei
· Furthermore, 5 companies (ZTE, Huawei, Samsung, Ericsson, Qualcomm) evaluate and compare the metrics of LDPC code and Polar code for higher throughput, the observations are as below.
· Performance
· ZTE observes that 5G LDPC BG1with LMS decoder (3 iterations) outperforms Polar code with code block length of 8192 and SSC decoder, and a newly designed fast convergence LDPC code with LMS decoder (2 iterations) outperforms Polar code with SSC decoder.
· Samsung observes that LDPC BP decoder (5 iterations) has comparable performance with Polar code with code block length of 8192 and SSC decoder at BLER=10-1, and better performance at BLER below 10-1. Samsung also observes that LDPC BP decoder (10 iterations) has comparable performance with Polar code with code block length of 8192 and SCL8 decoder, and better performance at BLER below 10-1.
· Ericsson observes that LDPC outperforms Polar code with NR code block length of 1024. Furthermore, there are also additional gains due to systematic bit priority mapping for LDPC in 256-QAM case, while NR triangular interleaver is used for Polar.
· QC observes that for 256QAM, rate 2/3, NR LDPC (5 layered iterations) and new LDPC code(4 layered iterations) performs 0.3 dB better than polar code with code block length of 8192 and SCL-4. At the SNR required to achieve 10% TBLER with Polar code using code clock length of 8192 and SCL-4, NR LDPC and new LDPC code requires 3.1 and 2.5 average iterations, respectively, where a separate sequence is used at each coding rate, to optimize the performance of Polar code.
· Huawei observes that Polar codes with code block length of 8192 and SSC decoding outperform NR-LDPC codes with LMS decoder (5 iterations). And Huawei also observes that the SC/SSC decoding performance can be improved by dynamic flipping techniques.
· Chase- and IR-HARQ support
· Qualcomm observes that to support IR-HARQ, Polar code may need a code block length of  or , which will further increase the area significantly.
· Implementation complexity, including at least computational complexity and area efficiency
· ZTE and Huawei observe that Polar code with SSC decoder has lower computational complexity than LDPC code. Huawei observes Polar code with SSC decoder requires smaller increase in chip area to achieve higher throughput for 6GR while also being capable of 5G LDPC decoding
· Ericsson and Qualcomm observe that separate decoder implementation for high throughput Polar code on top of an LDPC decoder clearly increases the implementation complexity (including e.g. area efficiency, etc) at both the UE and NW.
· Latency/throughput
· ZTE observes that decoding throughput of both 5G LDPC and new LDPC code outperforms that of Polar code with SSC decoder.
· Qualcomm observes that the latency of Polar code SSC list decoders is very sensitive to the code rate. Also, the LDPC throughput can be increased when the channel condition improves, while SSC/SSCL decoder would only support a fixed peak throughput target, regardless of the channel condition.
· Huawei observes that polar codes provide higher throughput than LDPC codes under all the evaluated coding rates. The advantages become larger as coding rates decrease.

To support high reliability performance for data channel coding, companies’ views are summarized as below.
· New LDPC BG for e.g., URLLC/NTN services: Fujitsu, Lenovo, ETRI, ESA, Thales, Tejas
· Polar code for data transmission in UE idle/inactive state: ZTE

To support low power for data channel coding, companies’ views are summarized as below.
· Study new LDPC BG design for low power device: Apple
· Study lightweight codes for massive IoT: Rakuten Mobile
· Study channel coding algorithms that are suitable for low power devices: Tejas

In addition, companies also discuss the hardware implementation of 5G and 6G channel coding, the views are summarized as below.
· Nokia: hardware reuse between 5G and 6G
· ZTE: design of 6G channel coding should allow new hardware implementation
· ZTE, Qualcomm: hardware that will be designed to encode/decode 6G LDPC codes and Polar codes may be reconfigured to encode/decode the 5G LDPC and Polar codes
· Samsung: maintaining commonality by applying QC-LDPC to 6G data channel coding
	Source
	Observation/Proposal

	Nokia
	Proposal 1: For 6G channel coding, LDPC codes are used for data channels, and polar codes are used for control channels.
Proposal 3: For the study of 6G channel coding, efficient hardware reuse between 5G NR and 6G should be considered. 
[bookmark: _Toc210234216][bookmark: _Toc210234414][bookmark: _Toc205469920]Proposal 5: The existing 5G NR base graphs BG1 and BG2 should be used for 6G.
[bookmark: _Toc205469922][bookmark: _Toc210234416][bookmark: _Toc210234218]Proposal 7: Any study of applicable extension of base graph, if justified, should be considered in addition to BG1 and BG2 but not replacing any of them. 
[bookmark: _Toc210234417][bookmark: _Toc210234219][bookmark: _Toc205469923]Proposal 8: Any study of applicable extension of base graph, if justified, should keep the same design principles as in 5G, i.e. using QC-LDPC with dual-diagonal structure.
[bookmark: _Toc210234418][bookmark: _Toc210234220][bookmark: _Toc205469924]Proposal 9: For the study of applicable extension of base graph, if justified, RAN1 should study the conditions for utilization of a potential base graph extension.

	Spreadtrum, UNISOC
	Proposal 1: 5G NR channel coding schemes should be adopted for 6GR:
· LDPC coding for data channel
· Polar coding for PDCCH with payload size between 12 bits and 140 bits
· Polar coding for UCI with payload size between 12bits and 1706 bits
· Reed-Muller/Simplex/ Repetition coding schemes for control channel (payload < 12 bits).

	ZTE Corporation, Sanechips
	Observation 2: It is challenging to determine the applicable encoding/decoding procedure by throughput due to the following reasons:
· The experienced throughput is different at BS and UE side, which could lead to misalignment between them. 
· It is hard for BS/UE to predict traffic arrival, number of UEs, and current cell throughput, it is difficult to switch rapidly or dynamically between 5G and 6G decoding cores.
· To make sure efficient channel coding processing for high cell throughput in network side, it’s important to make sure all the 6G UEs are capable of new 6G channel coding even though each individual UE throughput is lower than 5G peak data rate. 
Observation 8: Reducing the number of iterations can yield two benefits: 1) increase the decoding throughput; 2) reduce decoding complexity and power consumption. 
Observation 10: For 6GR, the reduction of the maximum number of iterations of LDPC decoder is the most effective, energy efficient, and economical method to improve the decoding throughput of LDPC codes.
Observation 11: Based on 5G LDPC BG1, when the code rate is no larger than 1/3, the performance loss of 3 iterations exceeds 3.2dB compared to 10 iterations; when the code rate is 8/9, the performance loss of 3 iterations exceeds 1.5dB compared to 10 iterations.
Observation 12: Based on 5G LDPC BG1, reducing the number of iterations results in a significant performance loss.
Observation 13: Compared to 5G LDPC BG1, when the number of iterations is equal to 2 and code rate is smaller than 2/3, the performance gain of a newly designed LDPC can reach more than 3dB; when the number of iterations is equal to 3 and code rate is less than 2/3, the maximum performance gain can reach 2dB. 
Observation 14: Compared to 5G LDPC BG1, when the code rate is equal to 0.926, the performance of the newly designed LDPC code with 3 decoding iterations is comparable with that of the 5G LDPC code with 10 iterations.
Observation 15: The decoding convergence speed of the newly designed LDPC code is faster than that of 5G LDPC codes.

Proposal 5: LDPC coding with reduced decoding iterations (fast convergence LDPC) should be studied for 6GR.
Proposal 6: Fast convergence LDPC design combined with other solutions can be used to achieve the throughput target in IMT-2030 as well as the trade-off between performance and complexity.


Observation 22: When the length of information bit is smaller than 256bits, Polar codes outperform LDPC codes at a target BLER of 0.01. The observed gains are
· Code rate 1/8: 0 – 1.93 dB
· Code rate 1/5: 0.12 – 1.82 dB
· Code rate 1/3: 0.17 – 2 dB
· Code rate 1/2: 0.13 – 2.39 dB
· Code rate 2/3: 0.28 – 2.31 dB
Proposal 11: Study Polar codes for data transmission in idle/inactive UE mode.

	vivo
	[bookmark: _Ref205816590]Observation 2: The existing NR LDPC BG1 and BG2 can support a large range of uses cases of 6GR which may require similar coding rates and peak data rates as those of NR.
[bookmark: _Ref205816758][bookmark: _Ref210116518]Proposal 3: Support to reuse the NR LDPC BG1 and BG2 for the data channels in 6GR, particularly for the use cases overlapping with NR design, e.g., peak rates not exceeding 20 Gbps, as well as for backward compatibility.
Observation 4: It is desirable to reduce energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR, such as similar SNR operation point of BLER@10E-1 in NR eMBB scenarios.
Proposal 4: The design for 6GR channel coding (particularly, the LDPC for data channels) should consider the following targets,
· At least 2 times the peak data rates as NR, and thus commensurate higher parallelism at the encoders and decoders.
· Lower energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR, such as similar SNR operation point of BLER@10E-1 in NR eMBB scenarios.
Observation 5: Extending the lifting factor to create larger code blocks or stacking more decoders to parallelly handle more code blocks increase the overall overheads linearly.
Observation 6: Extending the lifting factor may slightly decrease area efficiency. However, larger code blocks enabled by extended lifting factors may bring some coding gains.

[bookmark: _Ref205816606]Observation 7: A smaller number of iterations in the decoder can improve the throughput and/or reduce energy consumption at the cost of reduced BLER/BER performance. 
[bookmark: _Ref205882411]Proposal 5: Further study the LDPC coding design with performance-complexity tradeoffs.
[bookmark: _Ref205882418]Proposal 6: Considering performance-complexity tradeoffs, study the following options in LDPC extension for 6GR,
· Option 0: More code blocks, w/o new CPM shift values nor new BG
· Option 1: Large code blocks with larger lifting factors, w/o new CPM shift values
· Option 2: Large code blocks with larger lifting factors, w/ new CPM shift values
· Option 3: New BG and new CPM shift values


	Xiaomi
	[bookmark: _Hlk206093631]Observation 2. Implementation means exist to achieve 200Gbps peak data rate, if needed, using the 5G NR LDPC.
Proposal 1: For 6GR, NR LDPC and polar are taken as data and control channel FEC respectively for the same target scenarios and requirement region as NR. 
· Thorough and vigorous evaluation is needed to justify peak data rate oriented incremental enhancement with specification change for LDPC 
· The increase of UCI/DCI payload size(s), if any, shall be triggered by relevant discussion instead of channel coding discussion

	CMCC
	Proposal 5: 5G NR design of LDPC codes should be considered as the baseline scheme for the study of LDPC codes for 6GR.
Proposal 6: Enhanced LDPC coding schemes can be further studied to meet the challenging requirements on peak data rate and throughput for 6GR. The following are considered but not limited to
· Increased lifting size
· New BG design including, decoding parallelism optimization, number of iterations reduction, and etc.

	Lekha Wireless Solutions
	Observation 1: Lifting in LDPC codes expands a small protograph into a larger parity-check matrix, enhancing error-correcting performance by increasing girth and randomness. While it improves decoding and approaches capacity limits, it also raises computational and memory complexity.
Observation 2: LDPC decoding uses iterative algorithms like belief propagation, where performance depends on the number of iterations. Fewer iterations reduce latency and power but may degrade error performance, requiring a balance between speed and reliability.
Observation 3: Systematic LDPC codes include information bits directly in the codeword, improving BER for those bits and offering better transparency. While they may slightly increase complexity, they help reduce the error floor and are useful for message verification.
Observation 4: Edges in a Tanner graph connect variable and check nodes, impacting decoding complexity and code performance. Fewer edges reduce computational load but can increase error rates and short cycles if the code becomes too sparse.
Observation 5: Orthogonality in LDPC codes reduces correlation between check nodes, enhancing decoder convergence and lowering error rates. It improves performance by limiting short cycles but adds complexity to the code design process.
Proposal 1: Increasing the lifting size, the number of systematic columns, and the orthogonality between the rows of the LDPC base graph leads to improved decoding performance, but at the cost of increased complexity. On the other hand, reducing the maximum number of iterations and decreasing the number of edges in the base graph can lower decoding complexity while degrading the performance.
Observation 6: Machine learning models can adaptively optimize decoding strategies for LDPC codes based on observed channel conditions, error patterns, and historical data.

	Huawei, HiSilicon
	Observation 3: NR LDPC BG1 cannot support high data rate with low decoding complexity and a reasonable performance loss. 
Proposal 1: Study 6GR channel coding schemes to support a higher data rate, e.g., 10x of NR, considering the two design principles:
Significant decoding complexity reduction;
Performance-complexity tradeoff.
Observation 6: To achieve higher throughput for 6GR while also being capable of 5G LDPC decoding, a polar SSC decoder requires minimum increase in chip area. In contrast, the LDPC decoder has to stack more decoders, resulting in a significant area increase.
Observation 7: Polar SSC decoder supports a very high degree of parallelism.
Observation 8: For polar codes, significant progress has been made in literature to enhance error-correction performance while reducing complexity.

Observation 9: To achieve the same high throughput, a polar SSC decoder requires 1/10 complexity and 1/5 area of an NR-LDPC decoder with LMS 5 iterations (resulting in 5x higher area efficiency).
Observation 10: In the low-complexity regime, polar codes with SSC decoding outperform NR-LDPC codes with LMS decoding (5 iterations) by 0.3~1dB gain.
Observation 11: For LDPC codes, quasi-cyclic (QC) structure is beneficial for hardware commonality between 5G and 6G.
Observation 12: For LDPC codes, puncturing can affect (i) code rate, and (ii) the convergence speed and performance.
Observation 13: For LDPC codes, the different types of parallelism, i.e., single-block parallel, multi-block parallel, row parallel, and multi-decoder parallel decoding, can affect not only throughput but also hardware implementation.
Observation 14: For LDPC codes, the choice of BG size has impact on the supported code rate range and also the performance.
Observation 15: For LDPC codes, multi-block-parallel (e.g., two blocks with unchanged lifting size Z) decoding achieves 20% higher throughput increment compared with single-block-parallel (e.g., one block with doubled lifting size 2Z) decoding assuming the same area.
Observation 16: For LDPC codes, there exists an optimal number of parallel-processing blocks in multi-block-parallel decoding for high throughput.
Observation 17: For LDPC codes, single-block-parallel (e.g., one block with doubled lifting size 2Z) decoding performs worse than multi-block-parallel (e.g., two blocks with lifting size Z) decoding with equally high throughput (area efficiency).

	CATT
	Proposal 1：The LDPC codes specified in 5G NR should be considered as the baseline for the channel coding scheme for 6G data channel.  
Proposal 2： NR LDPC codes should be reused in 6G data channel.
Proposal 3: In order to meet higher peak data rate requirements in 6G data channel, the potential enhancement of the LDPC codes in increasing the lifting size larger than 384 could be studied.
Proposal 4: To support an increase in lifting size, there are two options to be considered.
· Option1: Keeping the base matrices of NR LDPC codes unchanged while increasing its lifting size.
· Option2: Decreasing the number of information bits in the base matrices of NR LDPC codes while simultaneously increasing its lifting size.

	OPPO
	Proposal 1: The 6GR study on LDPC code, which is already decided as the baseline, should focus on the desirable extensions of LDPC, without looking for a new competing coding scheme for data channel. Proposal 3: Study methods to support LDPC code block sizes larger than the maximum in 5G (Option 1-1), with the lifting sizes up to 2*Z for BG1 or 4*Z for BG2, where Z is the maximum lifting size in 5G.
Observation 1: New protograph of LDPC can achieve better performance-complexity tradeoff with less-iteration decoding (Option 1-2) at high code rate.
Observation 2: Our initial investigation does not reveal that edge reducing (Option 1-4) can achieve better performance-complexity tradeoff than 5G legacy code and Option 1-2 code.
Observation 3: For less iterations, the performances of BG1/2 with top-to-bottom scheduling decoding can hardly represent the baseline 5G code performance. So the comparison between 5G code and 6G code still needs to be done on BG1/2 with other specifically enhanced decoding scheduling. 

	Samsung
	Proposal 1: Study and evaluate extension of NR LDPC codes to address the higher throughput requirements of 6G, while maintaining commonality. 
Observation 6: The decoder of proposed HT-BG can be implemented with a decoder area comparable to that of NR LDPC decoders.
Observation 7: A proposed HT-BG can support higher decoding throughput and better error rate performance

Proposal 3: Study enhancements of LDPC to improve performance by design HT-BG.
Observation 8: By expanding the current set of lifting values to include larger values, the number of CBs under segmentation can be effectively reduced, and performance improvements can be anticipated.

Proposal 4: Study enhancements of LDPC to improve performance by expanding the current set of lifting values to include larger values
Observation 9: If 6GR LDPC codes adopt a QC-LDPC structure, they can be considered to share commonality with NR LDPC decoder.
Proposal 5: 6G LDPC codes should maintain the QC-LDPC structure.
Proposal 6: For the purpose of study and comparisons for 6GR LDPC codes, quasi-cyclic like LDPC codes are defined as follows: 
· The Parity check matrix of Quasi-cyclic like LDPC Codes is defined at least by a matrix H of size , where ,  and  are integers larger than 1. The matrix composed of sub-block matrices of size , where each sub-block matrix is either a circularly shifted matrices or zero matrix. 

	Fujitsu
	Observation 2:
· The decoding parallelization/throughput of 5G LDPC codes is proportional to the lifting size.
· The larger the lifting size is, the higher the throughput is.
· The larger the lifting size is, the higher degree of decoding parallelization has.
Proposal 1:
· Reuse 5G LDPC codes as the channel codes for data channels in 6GR.
· To satisfy the requirement of peak data rates in 6GR, 5G BG could be reused and the quadruple maximum lifting size can be considered.
· FFS: whether to redesign cyclic permutation values.
Proposal 2:
· In 6GR, new or extended BG supporting the lower code rate could be considered to better support HARQ-disable/free transmissions (e.g., URLLC/NTN services).

	LG Electronics
	Observation 1: Increased lifting size of 5G NR BG1 does not speed up decoding convergence. More computational resources or higher clock speed may be required to achieve higher throughput.
Observation 2: 2Z punctured information nodes are main cause of lower decoding speed/higher number of iterations. 
Observation 3: Modifying the base graph of 5G NR LDPC codes can improve the convergence speed of the decoder by lowering the average number of iterations.
Proposal 1: Study methods to improve decoding convergence speed by keeping 2Z puncturing scheme in the base graph.


	InterDigital, Inc.
	Proposal 1: Reuse LDPC and Polar codes for 6G channel codes for data and control channels respectively and study potential enhancements of LDPC and Polar codes


	Lenovo
	Proposal 2: Data channel coding extensions should be designed to balance performance–complexity trade-offs while maximizing hardware reuse between 5G and 6G systems.

Observation 3: Increasing the lifting size values (beyond 384) for BG1 and BG2 could enable higher throughputs at the decoder.
Observation 4: Large lifting sizes coupled with same number of systematic columns induce large code blocks being encoded at the transmitter and decoded at the receiver which could impact energy efficiency.
Proposal 3: Study the extension of lifting sizes proposed in Table 2.1.3-1 for both base graph 1 and base graph 2 to increase decoding throughput.

Observation 5: Reducing the number of decoding iterations enables higher decoding throughput, and lower decoding power consumption. The power-saving benefit also applies in scenarios with legacy data rates.
Observation 6: Reducing the number of iterations without simultaneously rethinking the BG design might impact BLER performance and consequently other metrics such as spectral efficiency and latency.
Observation 7: Considering larger lifting sizes and smaller number of iterations could enable higher decoding throughput but at the expense of BLER performance and energy efficiency.
Observation 8: Current LDPC BG1 and BG2 designs may not be well adapted to address some 6G KPIs and use cases in terms of throughput and energy-efficiency.
Proposal 6:  Scenarios involving ultra-high throughput should be paired with a redesigned base graph.
Proposal 7: Evaluate prospective LDPC base graph 3 design and/or corresponding lifting factors for targeted scenarios, including ultra-high throughput and high energy-efficient operation.


	ETRI, ESA, Thales
	Proposal 3. RAN1 to study enhancements to LDPC BG2 to mitigate/eliminate error floor behaviors observed in 5G NR. The following approaches can be considered:
· Modification of BG2, including shortening and puncturing schemes, and reassigning shift values
· Designing a new BG that ensures the absence of error floor

Proposal 4. For channel coding evaluation, RAN1 to consider error rates down to 10-6 for error floor assessment.
Proposal 5. RAN1 to study low code rate enhancements for better reliable applications (e.g., NTN, HRLLC). The following approaches can be considered:
· Modification of BG2, including updates of shortening and puncturing, and defining additional shift values
· Introduce a new BG supporting low code rates

Observation 2: By extending lifting sizes, BLER performance of lower code rate can be improved.
Proposal 6. RAN1 to study and investigate the feasibility of new and larger lifting sizes of LDPC codes, to provide performance gain.  
Proposal 7. RAN1 to study fast convergence (low/limited iteration) of LDPC decoding for higher throughput, and for energy efficiency in NTN applications. The following approaches can be considered:
· Reducing the number of edges in LDPC BG
· Increasing the number of systematic columns

	Rakuten Mobile, Inc
	Proposal 5: To address the diverse performance and implementation demands of 6G data channels, study extensions of the existing NR channel coding schemes in the following directions:
· Enhanced LDPC Designs: Utilize protograph-based and spatially coupled LDPC codes to improve error floor, support high code rates, and reduce decoding complexity.
· Advanced Polar Code Structures: Apply CRC-aided SCL decoding and dynamic frozen bit selection to enhance performance at short block lengths and high code rates.
· Hybrid Coding Schemes: Combine LDPC, Polar and potentially other codes in concatenated or layered designs to leverage complementary strengths for scenario-specific optimization.
· Lightweight Codes for Massive IoT: Develop simplified LDPC or sparse graph codes with ultra-low complexity and minimal power consumption for constrained devices.
· Codes for ISAC: Design structured codes that embed sensing information or enable joint decoding and sensing operations.
· Flexible Rate-Matching Techniques: Introduce adaptive puncturing and shortening methods to support fine-grained code rate control across varying service requirements.
· Low-Latency Decoding Architectures: Explore parallelizable decoding algorithms and hardware-friendly designs to meet stringent latency constraints in real-time applications.

	MediaTek Inc.
	[bookmark: _Ref205934675][bookmark: OLE_LINK161][bookmark: OLE_LINK172]Observation 3: Increasing maximum lifting size Z and/or reducing decoding cycles per decoding iteration   from current 5G design provides potential Tput enhancements.

[bookmark: _Ref205934713]Observation 4: Reducing decoding cycles per decoding iteration from current 5G design provides potential decoding latency benefit.
[bookmark: _Ref205934720]Observation 5: Dual diagonal structure and Raptor code structures introduced in 5G QC-LDPC code can be leveraged in 6G QC-LDPC code design to achieve encoding latency reduction.
Proposal: To improve 2-4x peak data rate from 5G, study following design aspects of QC-LDPC with acceptable error correction performance and implementation complexity trade-off
· Reduced number of iterations
· Reduced BG edges 
· Parallelism structure
· Maximum lifting size>384 


	Ericsson
	Proposal 1 For the study of channel coding, the following high-level principles are adopted:
1. NR channel coding scheme is the baseline for 6G channel coding, i.e. NR LDPC for data, NR Polar (and small block codes) for control. Any code extensions beyond NR shall be required to demonstrate significant performance benefits with reasonable complexity/implementation burden.
f. For data channel, 5G LDPC coding is applied to the 6G scenarios whose KPIs are covered by 5G capabilities.  
g. The investigation and the applicability of channel coding extension on top of the NR baseline should address KPIs with a much higher peak data rate target.
h. Avoid minor performance/complexity optimizations (e.g. improving performance by a few tenths of a dB) that do not provide meaningful benefit at system level
[bookmark: _Toc210402984]Observation 5: Introducing an additional Polar decoder for peak throughput target on top of existing large throughput NR LDPC decoder leads to a significant impact on implementation complexity. 
[bookmark: _Toc210402996]Proposal 2: NR LDPC (i.e. same BG1, BG2, lifting sizes) is reused for 6GR data channels (PXSCH).
Observation 6	Maximum lifting size in study of LDPC code extensions for higher peak throughput should not be excessively large compared to 384. 
Observation 7	NR LDPC was designed to support peak data rate target of 20 Gbps.
Observation 8	Latency and reliability were evaluated in NR for the same conditions as 6GR. 
Observation 9	For achieving the latency and reliability targets, the NR coding schemes were thoroughly analysed during the NR study. They were confirmed to meet the KPI/TPR agreed for 6GR HRLLC case. If any extension beyond NR is to be studied, the block size for evaluation should be no larger than 256 bits ~ 1000 bits.

	Apple
	Proposal 7: It is proposed to consider new LDPC base graph design to support high throughput use cases by optimizing the performance in the small number of iterations, without losing performance in the large number of iterations compared to 5G NR. 

Proposal 8: It is proposed to support high‑throughput use cases by enabling a range of high code rates with the incremental redundancy code, rather than limiting the design to a single code rate. 

Proposal 9: It is proposed to consider supporting high throughput use cases by increasing the maximum lifting size up to 1024. 
Proposal 10: It is proposed to support new base graph designs with compact sizes to better address low‑power use cases.


	Qualcomm Incorporated
	[bookmark: _Ref210381089]Observation 2: Fast converging LDPC may provide 15%~25% energy saving relative to 5G LDPC codes while achieving the same decoding performance.  

[bookmark: _Ref210381194]Proposal 3: Study LDPC code enhancements with faster convergence for improved performance-complexity tradeoff to meet 6G requirements, including facilitating peak throughput scaling in 6GR.  

[bookmark: _Ref210381093]Observation 3: The (number of) punctured nodes affect the convergence speed of the decoder of QC-LDPC codes, and the total degree of the punctured nodes affects the asymptotic performance of the decoder of QC-LDPC codes. 
[bookmark: _Ref210381095]Observation 4: Using a single punctured node with double edges provides good performance in both the small decoding iteration and large decoding iteration regime. 

[bookmark: _Ref210381097]Observation 5: An encoder/decoder built for single-edge QC-LDPC code may be reconfigured to encode/decode QC-LDPC code with double-edges. 

[bookmark: _Ref210381195]Proposal 4: Study LDPC code enhancements for higher order modulation (including constellation shaping) in 6GR. 

[bookmark: _Ref210381100]Observation 6: NR LDPC code is not fully systematic. 
[bookmark: _Ref210381197]Proposal 5: Study (fully) systematic LDPC codes in the 6G channel coding SI.

[bookmark: _Ref210381200]Proposal 7: Study LDPC code design for iterative receivers in 6GR if compelling use cases can be identified to justify the complexity & performance tradeoffs. 
[bookmark: _Ref210381124]Observation 7: For 256QAM, rate 2/3, NR LDPC with 5 layered iterations and new LDPC code with 4 layered iterations performs 0.3 dB better than polar code with SCL-4.  At the SNR required to achieve 10% TBLER with polar code using SCL-4, NR LDPC and new LDPC code requires 3.1 and 2.5 average iterations, respectively.    
[bookmark: _Ref210381201]Proposal 8: For channel coding for 6GR, LDPC codes should be supported for data channel.

	AT&T
	Proposal 1	For 6GR, strive to reuse the same channel code types supported in 5G NR.
Proposal 2	For 6GR, evaluate the performance of LDPC codes with code block sizes exceeding the maximum value(s) in 5G NR.
Proposal 4	Agreements on channel coding association with control signaling need to be flexible enough to support prospective enhancements to control signaling.

	NTT DOCOMO, INC.
	Proposal 20
· For data channel coding, 5G LDPC code should be reused as much as possible unless there are critical motivations and clear gains enough to justify the enhancement
Proposal 21
· RAN1 to study the necessity of extensions of data channel coding to achieve the required peak data rate and achieve acceptable balance between performance and complexity

Observation 2
· There are two main approaches to improving throughput
· Referring to the throughput formula proposed by FL in the previous meeting as an example, , the approaches involve either increasing the numerator or decreasing the denominator
· [bookmark: _Hlk210309317]Increasing the numerator: Larger code block length of LDPC code than 5G
· Decreasing the denominator: Designing suitable base graph structure for high throughput
Proposal 22
· RAN1 to study the necessity of larger code block length of LDPC code than 5G

Proposal 23
· RAN1 to study the necessity of designing suitable base graph structure for high throughput
Observation 3
· By adopting larger code block length of LDPC code than 5G,
· Throughput per decoder and overall decoder throughput can be improved
· Additional coding gain is also expected
· The actual throughput improvement may depend on the degree of decoder parallelism
· When study of larger code block length of LDPC code than 5G is conducted, following points can be considered
· The magnitude of throughput improvement and associated coding gain, complexity, scalability of parallel processing, etc. 
Observation 4
· By adopting a suitable base graph structure for high throughput,
· Throughput can be improved by shortening decoding time per code block, but throughput gains may depend on decoder implementation
· User experience improvement, complexity reduction may be observed, but there may be compatibility issues with 5G encoding/decoding architectures
· When study of designing suitable base graph structure for high throughput is conducted, following points can be considered
· Throughput, complexity, BLER performance changes, compatibility with 5G LDPC, and BG selection rules for different use cases, etc. 
Proposal 24
· RAN1 to study LDPC code extensions targeting the balance between throughput and complexity for data channel coding
· [bookmark: _Hlk210065931]Option 1: Larger code block length than 5G (Increasing the numerator of throughput formula)
· Option 1-1: Larger lifting size
· Option 1-2: Larger base graph size
· Option 2: Designing suitable base graph structure for high throughput (Decreasing the denominator of throughput formula), including base graph selection rule
· Option 2-1: Reduce the maximum number of iterations, e.g., fast convergence LDPC code
· Option 2-2: Increase the number of systematic columns 
· Option 2-3: Reduce the number of edges in LDPC BG
· Option 2-4: Parallelism structure, e.g., improving the orthogonality between rows of LDPC BG


	Tejas Network Limited
	Proposal 1: Study the following enhancements to 5G NR LDPC to achieve high data rates required in 6G.
· Increase lifting size of base graphs
· Aim for faster convergence of LDPC decoding; limit the maximum number of Iterations
· Improve the orthogonality between rows of base graph
· Increase the number of systematic columns
Proposal 2: Study channel coding algorithms that are suitable for low power devices.
Proposal 3: For HRLLC services, study channel codes that offer low latency and high reliability (ideally no retransmissions)


	CEWiT
	Proposal 1: Consider NR coding schemes (Polar and LDPC) as baseline for channel coding schemes in 6G




Discussion
Round 1
Based on companies’ discussions, FL proposes to study the solutions to support high throughput and improved performance complexity tradeoff. Furthermore, FL suggest considering QC-LDPC code per companies’ input.
In addition, it is proposed to study whether to consider channel coding schemes for reliability improvement, or low complexity/power consumption.
Therefore, FL has the following proposals.
FL1 Proposal 3.1.2-1-v1
Proposal 3.1.2-1-v1: For the study of 6G data channel coding for high throughput and improved performance-complexity tradeoff, the following options can be considered
· Option 1: Study LDPC code as data channel coding for high throughput
· Option 1-1: Increase the lifting size 
· Option 1-2: Reduce the maximum number of iterations, e.g., fast convergence LDPC code
· Option 1-3: Increase the number of systematic columns 
· Option 1-4: Reduce the number of edges in LDPC BG
· Option 1-5: Optimize parallelism, e.g., improve orthogonality between rows of LDPC BG
· Other options are not precluded. 
· The above options may be combined.
· The LDPC code is quasi-cyclic (QC-LDPC)
· FFS: whether to use 5G LDPC BG(s) or define new LDPC BG(s) 
· Option 2: Study Polar code as data channel coding for high throughput
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	We had detailed analysis and comparison of Polar and LDPC for data channel in 5G NR channel coding study.  In the same time, some LDPC schems in options had been discussed in 5G NR channel coding.  We don’t want to repeat the discussion again in 6GR.  We support Option 1-1 to meet the expected higher peak data rate for 6GR comparing to that of 5G NR

	Xiaomi
	
	OK for progress if we add implementation-based solutions as well. The solution includes increasing the number of decoders, clock frequencies or highly parallel hardware structure etc.
· Option 1-0: Implementation based solutions e.g. increasing number of decoders, improving clock frequencies or highly parallelized hardware.
· Option 1-1: Increase the lifting size 
· Option 1-2: Reduce the maximum number of iterations, e.g., fast convergence LDPC code
· Option 1-3: Increase the number of systematic columns 
· Option 1-4: Reduce the number of edges in LDPC BG
· Option 1-5: Optimize parallelism, e.g., improve orthogonality between rows of LDPC BG


	AccelerComm
	Y
	But acknowledging that increasing lifting size (Option 1-1) will increase RAM area (which dominates in ASIC implementation) and may reduce hardware efficiency.

	AT&T
	N
	We do not support Option 2. A framework with distinct channel coding scheme depending on the throughput regime implies two channel encoders/decoders turned on at both NW and UE sides, where the channel code is to be switched based on link quality. This is an inefficient design from many aspects.

	MTK
	Y
	Similar comment as Proposal 3.1.1-1, suggest following change to align with SID
For the study of 6G data channel coding for high throughput and improved with acceptable performance-complexity tradeoff.

For option 2, it also requires justification that polar can meet acceptable performance 

	Lenovo
	Y
	Prefer to remove option2

	LGE
	
	Option 1 is preferred



FL1 Proposal 3.1.2-2-v1
Proposal 3.1.2-2-v1: Study whether to consider 6G data channel coding design for reliability improvement with the following options
· Option 1: Define new LDPC BG for target scenario, e.g., URLLC/NTN, 
· Option 2: Use Polar code for data transmission in UE idle/inactive state

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT 
	N
	These issues were discussed in 5G NR channel coding.  No need to repeat the discussions

	Xiaomi
	N
	Given our position in P3.1.1-2, we prefer dropping this proposal.

	AccelerComm
	Y
	New LDPC BG may be motivated for very low coding rate applications, such as NTN. Could polar code of UCI-over-PUSCH be reused for short block length data? 

	AT&T
	N
	Agree with CATT, Xiaomi, defer until Proposal 3.1.2-1-v1 is finalized

	MTK
	N
	Similar to other company comments. Suggest to deprioritize the proposal due to lack of clear motivation

	Lenovo
	N
	Motivation for both options is unclear.

	LGE
	
	We can consider option 1 if motivation/benefit is clearly provided



FL1 Proposal 3.1.2-3-v1
Proposal 3.1.2-3-v1: Study whether to consider new LDPC BG design for 6G low complexity/power scenarios.

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	N
	Please identify any new issues not being studied in 5G NR channel coding.

	Xiaomi
	
	Is new BG design the only solution for 6G low complexity/power consumption scenarios. The option 2 of 3.1.2-1is claimed to work as well, right?

	AccelerComm
	N
	If BG1 and BG2 are being preserved in 6G, then support for these will dominate the complexity and power consumption of the LDPC encoder/decoder. Adding a low-complexity BG3 is unlikely to have a big impact.

	AT&T
	
	The proposal needs to be specific on the region, e.g., codeblock length, under which a new LDPC BG is discussed. As CATT has mentioned, there needs to be clarity on the aspects/operating region to be considered for the new channel code

	Lenovo
	Y
	

	LGE
	
	New BG for higher throughput can be achieved by the less number of iterations, which results in low power consumption. It is required to clarify the low complexity/power scenario.



3.2 Data channel coding channel chain
3.2.1 Motivation and views
Summary of inputs
In RAN1#122bis, 7 companies (ZTE, vivo, LGE, Lenovo, InterDigital, Apple, Qualcomm) discussed the solutions for 6G data channel coding chain enhancements. Companies’ views are summarized as below.
Companies (ZTE, LGE, InterDigital, Apple) observed that in the case of large transport block transmission, e.g., for high throughput, increased bandwidth, etc., the number of code block within one transport block increases. And these code blocks are separated encoded without coding gain. Companies’ views are summarized as below.
· Inter-CB coding: ZTE, LGE, InterDigital, Apple
In 5G, a bit interleaver is applied after data channel coding. In RAN1#122bis, 4 companies (ZTE, Lenovo, Qualcomm, vivo) discuss to enhance the bit interleaver to further improve the performance by exploiting the bit reliability within a modulation symbol, or frequency diversity gain. Companies’ views are summarized as below.
· Interleaver in LDPC coding chain: ZTE, Lenovo, Qualcomm, vivo
In addition, companies’ views about data channel coding chain in other aspects are summarized as below
· AI/ML based LDPC decoder and autoencoder: Lekha
· Channel coding design for ISAC: Rakuten Mobile
· Flexible rate matching scheme: Rakuten Mobile
· Study coding rates for TN and NTN scenarios: ETRI, ESA, Thales
· Hybrid Coding Schemes (Combine LDPC, Polar and potentially other codes in concatenated or layered designs): Rakuten Mobile
· Low-Latency Decoding Architectures: Rakuten Mobile
· Non-AI/ML based joint channel and source coding: QC
· Study LDPC code design for iterative receivers: QC
· New CW-to-Layer mapping: CEWiT
	Source
	Observation/Proposal

	ZTE Corporation, Sanechips
	Observation 16: For TB error rates (0.1, 0.2, or 0.3), the probability of only one or two code block errors is high, i.e., it rarely happens in the case when there are more than 2 code block errors.
Observation 17: Using packet coding has a performance gain of about 0.5dB.

Proposal 7: Packet coding should be studied for 6GR channel coding enhancement.

Observation 18: In 5G, bit interleaving is only performed within a code block, resulting in the inability to obtain frequency diversity gains and degrading the performance of the individual CBs and increasing the error rate of entire transport block.
Observation 19: Compared with 5G NR legacy without frequency domain interleaving, the proposed intra-CBG interleaving method has shown obvious performance gain for closed-loop MIMO scheme with up to 4 layers. 
Proposal 8: Intra-CBG interleaving should be studied for 6GR.
Observation 20: Compared to NR LDPC coded modulation scheme, multi-group coded modulation (MGCM) scheme has 0.5~1.8dB performance gain while maintaining the transmission efficiency for MCS16/17/26/27 over TDL-A channel.
Proposal 9: Multi-group coded modulation scheme coordinating the channel coding reliability and modulation sub-channel reliability can be studied for 6GR.
Observation 21: Compared to 5G NR bit interleaving, the new interleaving has a performance gain up to 0.2dB at the information length ranging from 1000 bits to 8500 bits under 16QAM and 1/3 code rate.
Proposal 10: New bit interleaving scheme considering distribution characteristics of LDPC base graph can be studied for 6GR.

	vivo
	Observation 8: Compared with NR design, the cross-codeblock interleaver design, e.g., MGCM can better leverage the unequal sub-channel capacity of QAM modulated symbols, by jointly modulating multiple different (e.g., coding rates/schemes) coded blocks. 
Proposal 8: For data channels, consider the cross-codeblock interleaver design, e.g., MGCM, to better leverage the unbalanced capacity of different bit subchannels in QAM modulated symbols
Proposal 9: Further study the MGCM design as a solution for joint coding and modulation, considering at least the use case where two SCH data blocks are coded by LDPC using different coding rates.

	Lekha Wireless Solutions
	Observation 6: Machine learning models can adaptively optimize decoding strategies for LDPC codes based on observed channel conditions, error patterns, and historical data.
Proposal 2: Recent advances and promising directions in existing coding schemes, are expected to meet the various requirements of 6G networks. The enhancements for LDPC codes including machine learning-based LDPC decoders and autoencoders using end-to-end learning approaches present promising advancements.

	LG Electronics
	Observation 4: Inter-CB outer coding with outer LDPC codes shows large performance gain compared to 5G NR for high speed scenarios.
Proposal 2: Study LDPC codes as outer codes in 6GR.
Observation 5: GC-LDPC codes can significantly improve the error rate performance. 
Proposal 3: Study GC-LDPC codes as inter-CB coding scheme.


	InterDigital, Inc.
	Observation 1: Inter-CB coding for erasure correction in combination with LDPC for bit error correction can be beneficial to improve reliability and reduce latency for diverse use cases and deployments scenarios with potential for bursty errors or data puncturing.

Observation 2: For both downlink and uplink communication, joint inter-CB and channel coding outperforms LDPC-only with 10 - 1000 times reliability gain in the presence of interfering signals.
Observation 3: When DMRS is affected by interference, for both downlink and uplink communication, joint inter-CB and channel coding can lower the error floor. 
Proposal 2: Study inter-CB coding for data channels as a candidate technique for channel coding enhancement.

	Lenovo
	Proposal 8: Evaluate optimized interleaver designs and refined bit-to-symbol mapping to support enhancements of LDPC data channel coding for higher order modulation schemes (e.g 1024-QAM, 4096-QAM).

	Rakuten Mobile, Inc
	Proposal 5: To address the diverse performance and implementation demands of 6G data channels, study extensions of the existing NR channel coding schemes in the following directions:
· Enhanced LDPC Designs: Utilize protograph-based and spatially coupled LDPC codes to improve error floor, support high code rates, and reduce decoding complexity.
· Advanced Polar Code Structures: Apply CRC-aided SCL decoding and dynamic frozen bit selection to enhance performance at short block lengths and high code rates.
· Hybrid Coding Schemes: Combine LDPC, Polar and potentially other codes in concatenated or layered designs to leverage complementary strengths for scenario-specific optimization.
· Lightweight Codes for Massive IoT: Develop simplified LDPC or sparse graph codes with ultra-low complexity and minimal power consumption for constrained devices.
· Codes for ISAC: Design structured codes that embed sensing information or enable joint decoding and sensing operations.
· Flexible Rate-Matching Techniques: Introduce adaptive puncturing and shortening methods to support fine-grained code rate control across varying service requirements.
· Low-Latency Decoding Architectures: Explore parallelizable decoding algorithms and hardware-friendly designs to meet stringent latency constraints in real-time applications.

	Apple
	Proposal 11: It is proposed to consider packet level coding of code blocks to improve both retransmission rate and spectral efficiency.

	Qualcomm Incorporated
	Proposal 4: Study LDPC code enhancements for higher order modulation (including constellation shaping) in 6GR.

	CEWiT
	Proposal 2: Consider NR CW-to-Layer mapping schemes as baseline in 6G.
Proposal 3: The need to support higher number of codewords in 6G and appropriate extension to CW-to-Layer mapping schemes for additional codewords should be studied.
Proposal 4: Enhance the existing CW-to-Layer mapping schemes to accommodate multiple device types



Discussion
Round 1
Based on companies’ discussion, FL observes the views on data channel coding chain enhancement include inter code block coding, and bit interleaver enhancement. Therefore, the FL proposal for data channel coding chain enhancement is as below.
FL1 Proposal 3.2.1-1-v1
Proposal 3.2.1-1-v1: Study 6G data channel coding chain enhancements considering the following aspects,
· Inter-code block coding
· Enhancement of bit interleaver
· Other solutions are not precluded.
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	N
	These had been discussed in 5G NR channel coding.

	Xiaomi
	N
	We think the motivations are not as clear as the solutions in P3.1.2-1

	vivo
	Y
	

	AccelerComm
	N
	5G NR bit interleaver already maps most vulnerable LDPC bits to best protected QAM bits - not clear what room for enhancement there is on this. 5G NR LDPC BLER at K'=8448 is already very close to performance that can be achieved by using longer block lengths and (I guess) inter-code block coding. Inter-code block decoding would require large amount of RAM to keep all inter-coded code blocks in state at the same time, or would require high complexity to reprocess code blocks.

	AT&T
	N
	Defer until Proposal 3.1.2-1-v1 is finalized

	MTK
	
	The motivation to study the enhancement is not clear. Is it for BLER performance or?

	Lenovo
	Y
	Agree with this proposal, considering performance-complexity tradeoff

	LGE
	
	Inter-code block coding shows significant performance gain when TBS becomes larger. Inter-code block coding should be studied.



3.3 Evaluation methodology 
3.3.1 Evaluation metrics
Summary of inputs
In RAN1#122bis meeting, companies discussed the evaluation methodology for 6G data channel coding. In general, the evaluation metrics include reliability performance, throughput/latency, computation/implementation complexity, memory, etc. Companies’ views are summarized as below.
· BLER performance
· ZTE: Different LDPC coding schemes may define different maximum numbers of systematic columns and lifting sizes, which may lead to variations in the maximum information length. TB level BLER performance should be considered, which can be derived by first simulating CBER for the code‑block length after segmentation and then computing BLER using , where C represents the number of code blocks obtained from segmentation.
· Samsung: Since this fixed limit cannot scale with evolving system requirements, large TB transmissions are subject to extensive segmentation and consequent performance loss. Each CB is encoded and decoded independently with its own CRC, while the overall TB includes an additional TB CRC. The relationship between TB and CB error rates can be expressed as: , where  and  represent the TB and CB error rate, respectively, and  denotes the number of code blocks.

· Throughput  
· Nokia: The following formula should be used as a starting point to assess whether enhancement is needed to meet the 6G throughput requirements, instead of the throughput achieved at LDPC decoder

· ZTE
· For LDPC code, 

Wherein, f is operating frequency, c is the number of decoders, b is the number of blocks processed simultaneously in block parallel decoding,  is the number of systematic columns, z is lifting size, I is the maximum number of iterations, E is the number of '1' in the LDPC base graph.
· For Polar code, the throughput of SSC can be calculated using the following formula:

wherein K is the number of information bits; f is operating frequency;  is the number of clock cycles required for SC decoding of a polar code with length N without simplification;   denotes the number of Rate-0 nodes of length 2ⁿ; and denotes the number of Rate-1 nodes of length 2ⁿ; indicates the number of clock cycles saved by employing SSC decoding for Rate-0 nodes and Rate-1 nodes of length 2n.
· vivo: For a row decoder with row parallelism of 1, the throughput can be easily estimated by the following equation


where,  is the length of code block,  is the number of iterations,  is the number of layers, is the pipelined processing clocks required for CNU/VNU message updating in each layer, is the operating frequency of the decoding processors.
The detailed values are provided in Table 3/4. 
· CMCC: the decoding throughput of LDPC codes can be approximated as follows:
,
where c is the number of LDPC decoder cores,  is the number of columns for information bits in a base graph,  denotes the lifting size,  denotes the number of decoding iterations, and  denotes the decoding time per iteration.
· Huawei: A decoding throughput model that works for all coding schemes is:
,
where:
· K represents the number of information bits in one coded block.
·  is the operating frequency
·  is the decoding latency for one code block.
·  is the number of decoders
1) For polar codes, the decoding latency of SSC decoding can be calculated as follows
,
where:
·  is the decoding time in the binary decoding tree excluding the processing time at the decision leaves, given the hardware constraint of  processing elements.
·  is the number of fast-decodable node types (decision leaves). B is the maximum number of bits to be decided in parallel. For simplicity, we assume each fast-decodable can be processed in one time unit. There are two decision leaves as follows:
· Special nodes: including rate-1, SPC (Single Parity Check), REP (Repetition), SPC-2, REP-2.
· 16-bit subblocks: for SSC, any 16 consecutive bits are fast-decodable. The decoder will recursively decompose the SC decoding tree until it reaches a 16-bit subblock.
· Furthermore, all the rate-0 nodes can be completely pruned.
Therefore, the polar throughput is

2) For LDPC code with block size , the decoding delay is 

where  is the number of systematic columns,  is the lifting size,  is the maximum number of iterations, and  is the decoding time per iteration. 
The throughput is given by
,
The decoding time per iteration  consists of two parts: processing latency  and the extra waiting delay between processing two rows , which gives
.
More specifically,  and  is the number of ‘1’ in the LDPC lifted parity-check matrix,  is the number of edges that can be processed in parallel.  is defined by , where  is the number of rows in the LDPC base graph,  is the number of orthogonal rows processed simultaneously in block parallel decoding, and  is the waiting time to complete the processing of a previous row before starting to process a new row.
If throughput has to be considered, area efficiency instead of throughput alone should be considered.
· CATT: For block paralleled decoder of LDPC code, 


K denotes the length of information bits;
fclk denotes the operating frequency; Here, we assume fclk = 1 GHz;
I denotes the number of iteration; Here, we assume I = 8;
WB denotes the weight of the base matrix;
C denotes the number of decoding cores;
T0 denotes the ratio of the weight of the last row of the base matrix to the number of decoding cores.

· Samsung: LDPC decoding throughput is analyzed based on the following equation:

where  denotes the number of columns for information bits in a BG,  is lifting size,  is the maximum number of decoding iterations,  is decoding cycle per iteration, and  means the number of decoder blocks.
· Fujitsu: QC-LDPC codes achieve high decoding throughputs which can be approximately calculated by the formula as follows:

Where  is the number of information nodes in BG,  is lifting size,  is clock frequency,  is the number of ones in BG,  is the number of iterations,  is the number of clock cycles needed for processing one block in BG.

· Lenovo: It could be roughly expressed as:

Where  is the lifting size,  is number of columns in the BG corresponding to information bits, is the clock frequency,  is the degree of parallelism e.g. number of decoder cores,  is the number of iterations,  is latency overhead.

· MediaTek: The Tput of QC-LDPC decoder for a given operating frequency rate f, BG associated with given code rate, and lifting size Z can be approximated as

where  is the number of decoders,  is the number of information column in the BG,  is the number of iterations deployed at decoding algorithm, and  is the number of decoding cycles per iteration

Consider  as the estimation of total decoding cycles per CB
· : decoding cycle per iteration
·  can be approximated by , where e is the number of edge in a BG and M is the number of edges available to be processed simultaneously, if any  
· : Average number of iterations to achieve target BLER at target SNR
· Target BLER: [0.01]
· Target SNR=Reference SNR+[<0.4]dB
· Reference SNR: The SNR where BG1 achieves target BLER under Layer BP with 20 iterations 
To ensure BLER requirement is satisfied for all MCS, consider the following metric to facilitate peak data rate evaluation for a decoder operating at maximum frequency   
· 
·  is the minimum iterations to satisfy BLER performance requirement

· NTT DOCOMO:

 is the number of information columns in LDPC BG,
 is the lifting size,
 is the number of iterations,
 is the number of decoding cycles per iteration.

· Complexity: 
· ZTE: 
· For LDPC code, the total computational complexity is as follows:
= 
where N is the number of columns in the binary parity check matrix H, and M is the number of rows in the binary parity check matrix H, the size of the base graph is mb rows by nb columns, the size of the base graph is mb rows by nb columns.
For fair comparison, normalized computational complexity regarding to information bit size should be used for evaluating different designs of LDPC BG schemes, such as:

· For LDPC code, the hardware complexity (converted to the number of adders) is as follows:

· For LDPC code, the required memory is as follows:
3M+N= 
· For 	Polar code, the total computational complexity of SSC decoding is as follows:

wherein,  represents the computational complexity required for SC decoding;denotes the number of Rate-0 nodes of length 2n;denotes the number of Rate-1 nodes of length 2n; indicates the computational complexity savings achieved by using either Rate-0 or Rate-1 nodes of length 2n.
The normalized computational complexity of Polar SSC decoding can be calculated using the following formula

· vivo: provided in Table 3/4
· Huawei:
Table 3: Complexity evaluation methodology for LDPC and Polar code
	Coding Scheme
	LDPC
	Polar

	Decoder
	LMS
	SCL
	Simplified SC (SSC)

	Addition
	I∙M(2dc+2)
	L∙Nlog2N+(N-K)L/2+L∙K
	

	Comparison
	I∙M(2dc-3)
	2K∙L∙log22L
	0

	Total Computational Complexity
	I∙M(4dc-1)
	L∙N∙log2N+2K∙L∙log22L+(N-K)L/2+L∙K
	


The notations in the table are:
· K is the number of information bits; 
· N is the code length; 
· L is the list size used by the SCL decoding; 
· I is maximum number of iterations for the LMS decoding;
· M is the number of rows in the LDPC parity check matrix (after lifting);
· dc is the average degree of the parity nodes in the LDPC parity check matrix (after lifting). 
·  and  denote the number of Rate-0 and Rate-1 sub-blocks of length .
For memory elements of Polar decoder, the LLR values need to be saved during SC decoding. The number of MEs can be calculated as follows: N + N/2 + N/4 + … + 16 = 2N-16, where N is the polar code length.
For memory elements of LDPC decoder, the LLR values need to be saved during LDPC decoding include LLRs, min values, positions and sign bits and the necessary multiplexing elements for accessing the memory, which is , where M is the number of check nodes, N is the number of variable nodes, and  is the number of parallel-processed blocks.

· MediaTek
The memory area can be roughly categorized into 4 blocks: LLR memory, R memory, Q memory, and sign memory.
The LLR memory: , where  is the number of columns (VNs) in the BG and 8 bits are assumed to represent each of LLRs.
The estimated R memory is r ×(8+8+ceil(log2©)) ×, where  is the number of rows in the BG. 
The Q memory is , where  is the maximum row weight in the BG. 
The sign memory is , where  is the number of edges(1s) in the BG.
For logic area, it can be generally assumed to be proportional to .
· Samsung: The required memory bits are provided in Table 3/4.
· Qualcomm: We may also extend this metric to compare two codes with different lifting sizes/base graph sizes but with the same number of information bits as follows:

· NTT DOCOMO: the formula for LDPC computational complexity is

 is the number of [average/maximum] iteration,
 is the number of rows of the parity check matrix H,
 is the number of calculations per row (may vary depending on the decoding algorithm assumed for evaluation)

· Area efficiency: 
· vivo: provided in Table 3/4, calculated as throughput/number of gates
· Huawei:
To facilitate comparison, they are normalized to the number of PEs, or denoted by million PEs (MPE).

The area for polar decoder can be estimated as

The area for LDPC decoder can be estimated as 

Where , , M is the number of check nodes, N is the number of variable nodes, and  is the number of parallel-processed block

· Latency
· Samsung: Number of one in BG/Number of layers (w/ or w/o row merging), Average number of iterations (ANI) 
· NTT DOCOMO: for LDPC decoding latency is

 is the number of iterations,
 is the number of decoding cycles per iteration.
	Source
	Observation/Proposal

	Nokia
	[bookmark: _Toc210234126]Observation 1: The throughput achieved at LDPC decoder or decoding cycles are not sufficient metrics for:
· determining which parameters should be improved as they do not take into account the hardware limitations, complexity, and decoding parallelism,
· assessing whether enhancement is needed to meet the 6G throughput requirements.
Both options should further clarify whether I is the maximum number of iterations or average number of iterations. In addition, the definition of  should be further discussed as it’s worth pointing out that this parameter should be proportional to the number of edges in the effective base graph.
It is worth clarifying that the above definition of throughput should not be used to assess whether enhancement is needed to meet the 6G throughput requirements. Indeed, in TS 38.306, the following can be noted:

This formula should be used as a starting point to assess whether enhancement is needed to meet the 6G throughput requirements, instead of the throughput achieved at LDPC decoder.

	ZTE Corporation, Sanechips
	Proposal 3: The following metrics should be evaluated for 6GR LDPC design:
· Performance requirements including throughput, BLER results
· Complexity including computational complexity, hardware complexity

However, different LDPC coding schemes may define different maximum numbers of systematic columns and lifting sizes, which may lead to variations in the maximum information length. Therefore, direct comparison of CBER across LDPC coding schemes may not be fair.
For simulations involving large TB size, the workload can be reduced by first simulating CBER for the code‑block length after segmentation and then computing BLER using , where C represents the number of code blocks obtained from segmentation.
Proposal 4: TB level BLER performance should be considered.
· Throughput
LDPC code
LDPC decoding typically adopts a block parallel decoding. In this method, the  LLRs are read in each iteration. The throughput of block parallel decoding can be calculated using the following formula:
                                (1)
Wherein, f is operating frequency, c is the number of decoders, b is the number of blocks processed simultaneously in block parallel decoding,  is the number of systematic columns, z is lifting size, I is the maximum number of iterations, E is the number of '1' in the LDPC base graph.
Polar code
The throughput of SSC can be calculated using the following formula:
                      (2)
wherein K is the number of information bits; f is operating frequency;  is the number of clock cycles required for SC decoding of a polar code with length N without simplification;   denotes the number of Rate-0 nodes of length 2ⁿ; and denotes the number of Rate-1 nodes of length 2ⁿ; indicates the number of clock cycles saved by employing SSC decoding for Rate-0 nodes and Rate-1 nodes of length 2n.

· Complexity of LDPC code
Furthermore, since different designs of LDPC BG may correspond to different information sizes, the complexity comparison should be normalized regarding information bit size.
Therefore, the total computational complexity is as following formula:
                                (3)
Since M is equal to , and , formula (2) can be rewritten as follows: 
                              (4)
For fair comparison, normalized computational complexity should be used for evaluating different designs of LDPC BG schemes, such as:


Therefore, the overall hardware complexity (converted to the number of adders) can be approximately equal to the following formula:
              (6)

Assuming all stored quantities adopt the same quantization bit width, the memory size is approximately equal to 3M+N, where N is the number of columns in the binary parity check matrix H, and M is the number of rows in the binary parity check matrix H. When the size of the base graph is mb rows by nb columns, the memory size is approximately equal to , where z corresponds to the maximum lifting size.
· Complexity of Polar code
The computational complexity of SSC decoding can be calculated using the following formula:
                       (7)
wherein,  represents the computational complexity required for SC decoding;
denotes the number of Rate-0 nodes of length 2n;
denotes the number of Rate-1 nodes of length 2n;
 indicates the computational complexity savings achieved by using either Rate-0 or Rate-1 nodes of length 2n.
The normalized computational complexity of Polar SSC decoding can be calculated using the following formula:
                             (8)

	vivo
	Observation 4: It is desirable to reduce energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR, such as similar SNR operation point of BLER@10E-1 in NR eMBB scenarios.
Proposal 4: The design for 6GR channel coding (particularly, the LDPC for data channels) should consider the following targets,
· At least 2 times the peak data rates as NR, and thus commensurate higher parallelism at the encoders and decoders.
· Lower energy-/area-cost in supporting higher throughput, while maintaining reasonable performance similar to that of NR, such as similar SNR operation point of BLER@10E-1 in NR eMBB scenarios.
Table 3. Decoder aera efficiency of NR BG1/BG2 w/ and w/o increasing lifting factor
	
	BG1
	BG2

	Max CBS
	8448
	16896
	33792
	3840
	7680
	15360

	[bookmark: _Hlk205280803]Max lifting factor Z
	384
	768
	1536
	384
	768
	1536

	Gate
	1576257
	3327505
	7005103
	838432
	1768964
	3722187

	Throughput (Gbps)
	10.4
	20.8
	41.6
	5.1
	10.2
	20.4

	AE (bps/gate)
	6596.4
	6250.5
	5937.1
	6106.6
	5788.7
	5502.1



Table 4. Decoder aera efficiency of NR BG1/BG2 w/ and w/o code block stacking
	
	BG1
	BG2

	Num. of Decoders
	1
	2
	4
	1
	2
	4

	Max CBS/Z
	8448
	3840

	Max lifting factor Z
	384
	384

	Gate
	1576257
	3152514
	6305028
	838432
	1676864
	3353728

	Throughput (Gbps)
	10.4
	20.8
	41.6
	5.1
	10.2
	20.4

	AE (bps/gate)
	6596.4
	6596.4
	6596.4
	6106.6
	6106.6
	6106.6



Typically, for a row decoder with row parallelism of 1, the throughput can be easily estimated by the following equation [4],


where,  is the length of code block,  is the number of iterations,  is the number of layers, is the pipelined processing clocks required for CNU/VNU message updating in each layer, is the operating frequency of the decoding processors

	CMCC
	From our perspective, the decoding throughput of LDPC codes can be approximated as follows:
,
where c is the number of LDPC decoder cores,  is the number of columns for information bits in a base graph,  denotes the lifting size,  denotes the number of decoding iterations, and  denotes the decoding time per iteration.

	Huawei, HiSilicon
	The channel coding module, in particular the decoder, poses a bottleneck in baseband processing. The hardware budget for channel coding is constrained - around 40% of baseband power consumption  and 26% of baseband chip area. 
Proposal 2: Companies need to discuss and agree upon a unified evaluation methodology that enables fair comparison among all proposed coding scheme candidates.s

Reliability metric
We propose continuing to use the BLER metric for 6G reliability measurements.

Computational complexity
[bookmark: _Ref205504563]Table 3: Complexity evaluation methodology for LDPC and Polar code
	Coding Scheme
	LDPC
	Polar

	Decoder
	LMS
	SCL
	Simplified SC (SSC)

	Addition
	I∙M(2dc+2)
	L∙Nlog2N+(N-K)L/2+L∙K
	

	Comparison
	I∙M(2dc-3)
	2K∙L∙log22L
	0

	Total Computational Complexity
	I∙M(4dc-1)
	L∙N∙log2N+2K∙L∙log22L+(N-K)L/2+L∙K
	


The notations in the table are:
· K is the number of information bits; 
· N is the code length; 
· L is the list size used by the SCL decoding; 
· I is maximum number of iterations for the LMS decoding;
· M is the number of rows in the LDPC parity check matrix (after lifting);
· dc is the average degree of the parity nodes in the LDPC parity check matrix (after lifting). 
·  and  denote the number of Rate-0 and Rate-1 sub-blocks of length .
Performance comparison at low complexity regime
Decoder complexity is the most critical aspect for channel coding, especially for high data rate, which has significant impact on area efficiency, power consumption and decoding latency. 
With the anticipated 10x higher data rate, we should study channel coding schemes with e.g., only 10%~20% of the complexity of NR, low energy consumption and, e.g., 5x~10x, high area efficiency.

Area efficiency evaluation
However, it is observed some companies propose throughput as an evaluation metric, which is not reasonable because it does not take into account the complexity or hardware cost. If throughput really needs to be considered, then the area efficiency metric is more appropriate.


[bookmark: _Ref209003419]Throughput
A decoding throughput model that works for all coding schemes is:
,
where:
· K represents the number of information bits in one coded block.
·  is the operating frequency
·  is the decoding latency for one code block.
·  is the number of decoders
3) For polar codes, the decoding latency of SSC decoding can be calculated as follows
,
where:
·  is the decoding time in the binary decoding tree excluding the processing time at the decision leaves, given the hardware constraint of  processing elements.
·  is the number of fast-decodable node types (decision leaves). B is the maximum number of bits to be decided in parallel. For simplicity, we assume each fast-decodable can be processed in one time unit. There are two decision leaves as follows:
· Special nodes: including rate-1, SPC (Single Parity Check), REP (Repetition), SPC-2, REP-2.
· 16-bit subblocks: for SSC, any 16 consecutive bits are fast-decodable. The decoder will recursively decompose the SC decoding tree until it reaches a 16-bit subblock.
· Furthermore, all the rate-0 nodes can be completely pruned.
Therefore, the polar throughput is

4) For LDPC code with block size , the decoding delay is 

where  is the number of systematic columns,  is the lifting size,  is the maximum number of iterations, and  is the decoding time per iteration. 
The throughput is given by
,
The decoding time per iteration  consists of two parts: processing latency  and the extra waiting delay between processing two rows , which gives
.
More specifically,  and  is the number of ‘1’ in the LDPC lifted parity-check matrix,  is the number of edges that can be processed in parallel.  is defined by , where  is the number of rows in the LDPC base graph,  is the number of orthogonal rows processed simultaneously in block parallel decoding, and  is the waiting time to complete the processing of a previous row before starting to process a new row.
Therefore, the LDPC throughput is:
.
[bookmark: _Ref209003425]Area evaluation
Chip area can be estimated through the number of logical gates and memory units. It mainly consists of two parts, processing elements (PEs) for computing and memory elements (MEs) for storage. To facilitate comparison, they are normalized to the number of PEs, or denoted by million PEs (MPE).

· For polar codes, the number of processing elements and memory elements are calculated as follows:
· For processing elements, the core of a successive cancellation (SC) decoder length N is a set of  PEs. These PEs are responsible for computing the basic F and G functions in the polar transform. The choice of  crucial for improving area efficiency: a larger  increases throughput at the cost of extra area. Furthermore, B PEs are required to fast-decode the special nodes, such as SPC/REP. There exists a trade-off between throughput and chip area in order to provide high flexibility for polar decoders.
· For memory elements, the LLR values need to be saved during SC decoding. The number of MEs can be calculated as follows: N + N/2 + N/4 + … + 16 = 2N-16, where N is the polar code length.
Therefore, the area for polar decoder can be estimated as

· For LDPC codes, the number of processing elements and memory elements are calculated as follows:
· The processing elements perform (i) LLR computing and (ii) 2-to-1 multiplexing for quasi-cyclic switching network (QSN). Their number .
· To process p LLRs in parallel, the number of PEs is , which consists of  adders and  comparators. The  adders are for subtracting the c2v messages from the last iteration and for adding the c2v messages for the current iteration. The  comparators are for obtaining the min1 and min2 values.
· The number of PEs corresponding to a QSN, , is estimated as follows. First, the number of 2:1 multiplexers in a QSN is . Since the area ratio between a PE and a multiplexers is approximately 1.33:1, the QSN area can be converted to about . Taking into account the  QSNs deployed to process b circulants in parallel, the total PE number for QSNs is .
· For memory elements, the LLR values need to be saved during LDPC decoding include LLRs, min values, positions and sign bits and the necessary multiplexing elements for accessing the memory, which is , where M is the number of check nodes, N is the number of variable nodes, and  is the number of parallel-processed blocks.
Therefore, the area for LDPC decoder can be estimated as 

Observation 4: Area efficiency, which models both the benefit (throughput) and cost (area), is a more reasonable metric for high throughput evaluations:
· Evaluating throughput alone without consideration of area efficiency will lead to trivial designs leading to very large decoder area and high energy consumption.

Proposal 3: When evaluating high throughput coding schemes, performance and computational complexity are necessary to compare different solutions. If throughput has to be considered, area efficiency instead of throughput alone should be considered.

	CATT
	[bookmark: OLE_LINK3]For block paralleled decoder, we use the following equation  to calculate throughput, which is similar with that in [12-13]:

[bookmark: ZEqnNum586018]		
K denotes the length of information bits;
fclk denotes the operating frequency; Here, we assume fclk = 1 GHz;
I denotes the number of iteration; Here, we assume I = 8;
WB denotes the weight of the base matrix;
[bookmark: OLE_LINK5]C denotes the number of decoding cores;
T0 denotes the ratio of the weight of the last row of the base matrix to the number of decoding cores.
As delineated by equation , elevating C enhances throughput; however, an excessively large C induces incremental clock cycle latency due to synchronization dependencies. Consequently, the selection of C necessitates a systematic trade-off analysis between throughput optimization and latency minimization. 

	Samsung
	Proposal 2: LDPC decoding throughput is analyzed based on the following equation:

where  denotes the number of columns for information bits in a BG,  is lifting size,  is the maximum number of decoding iterations,  is decoding cycle per iteration, and  means the number of decoder blocks.
[bookmark: _Ref210375764]Table 3. Calculation of required memory bits
	
	L-memory
	R-memory
	Q-memory

	
	Scenario1)
	Scenario2)
	Scenario1)
	Scenario2)
	Scenario1)
	Scenario2)

	Addresses ()
	68
	35
	46
	24
	26
	14

	Bits per address ()
	384x8
	768x8
	384x16
	768x15
	384x6
	768x6

	Number of DEC ()
	1
	1
	1
	1
	1
	1

	Total bits ()
	 208,896
	 215,040
	 282,624
	 276,480
	 59,904
	64,512



[bookmark: _Ref210376597]Table 4. Total required memory bits
	
	L memory
	R memory
	Q memory
	Total 

	Scenario1)
	208,896
	282,624
	59,904
	551,424

	Scenario2)
	215,040
	276,480
	64,512
	556,302

	Scenario3)
	417,792
	565,248
	119,808
	1,102,848



The relationship between TB and CB error rates can be expressed as:

where  and  represent the TB and CB error rate, respectively, and  denotes the number of code blocks.

Evaluation metrics and criteria 
· Performance: Target block error rate (BLER) [10-1]
· Complexity: Number of one in BG/PCM, Average number of iterations (ANI)
· Latency: Number of one in BG/Number of layers (w/ or w/o row merging), Average number of iterations (ANI)

	Fujitsu
	For QC-LDPC codes (also for 5G LDPC codes), block decoding is widely used in the decoder implementation. For this decoding algorithm, each block in BG ( rows and Z columns in parity-checking matrix,  is lifting size) can be processed in parallel, so QC-LDPC codes achieve high decoding throughputs which can be approximately calculated by the formula as follows:

Where  is the number of information nodes in BG,  is lifting size,  is clock frequency,  is the number of ones in BG,  is the number of iterations,  is the number of clock cycles needed for processing one block in BG. 

	Lenovo
	Proposal 2: Data channel coding extensions should be designed to balance performance–complexity trade-offs while maximizing hardware reuse between 5G and 6G systems.
The throughput of LDPC (Low-Density Parity-Check) decoder depends on several factors, including the decoding algorithm, number of iterations, lifting size, number of information bits, hardware implementation (GPU, FPGA, ASIC), and degree of parallelism. It could be roughly expressed as:



Where  is the lifting size,  is number of columns in the BG corresponding to information bits, is the clock frequency,  is the degree of parallelism e.g. number of decoder cores,  is the number of iterations,  is latency overhead.

	Rakuten Mobile, Inc
	Proposal 1: To evaluate channel coding for 6GR data channels, use the following metrics:
· BLER vs. SNR/Eb/N₀ curves
· Note: to assess error performance under varying channel conditions.
· Peak throughput
· Note: to measure maximum achievable data rate
· Average throughput
· Note: to evaluate sustained data rate across typical conditions
· Decoding latency
· Note: to measure maximum achievable data rate
· Hardware complexity
· Note: which includes gate count, memory count and power consumption
· Code Rate Flexibility 
· Note: to assess adaptability to different service requirements
· Error Floor Characteristics
· Note: to analyze long-tail error behavior at high SNR.

	MediaTek Inc.
	To address the 6G throughput challenge more efficiently, it is useful to analyze the key factors influencing QC-LDPC decoder throughput. The Tput of QC-LDPC decoder for a given operating frequency rate , BG associated with given code rate, and lifting size  can be approximated as                                    

where  is the number of decoders,  is the number of information column in the BG,  is the number of iterations deployed at decoding algorithm, and  is the number of decoding cycle per iteration

Proposal: Consider  as the estimation of total decoding cycles per CB
· : decoding cycle per iteration
·  can be approximated by , where e is the number of edge in a BG and M is the number of edges available to be processed simultaneously, if any  
· : Average number of iterations to achieve target BLER at target SNR
· Target BLER: [0.01]
· Target SNR=Reference SNR+[<0.4]dB
· Reference SNR: The SNR where BG1 achieves target BLER under Layer BP with 20 iterations 

  Proposal: To ensure BLER requirement is satisfied for all MCS, consider the following metric to facilitate peak data rate evaluation for a decoder operating at maximum frequency   
· 
·  is the minimum iterations to satisfy BLER performance requirement

[bookmark: _Ref210384548][bookmark: _Ref210387114]Observation 6: Bottleneck case to determine peak data rate of BG1 is MCS=20 based on peak data rate estimation .
[bookmark: OLE_LINK84][bookmark: OLE_LINK87]For a commonly used block-parallel min-sum decoder for QC-LDPC, two types of implementation complexities are considered, memory area and logic area. The memory area can be roughly categorized into 4 blocks: LLR memory, R memory, Q memory, and sign memory. The LLR memory is used to store the input LLRs and the intermediate LLRs during the decoding and it can be estimated by , where  is the number of columns (VNs) in the BG and 8 bits are assumed to represent each of LLRs. R memory is used to store the minimum and second minimum of the absolute value of input LLR of a check node and the corresponding indices of minimal LLRs. The estimated R memory is r ×(8+8+ceil(log2©)) ×, where  is the number of rows in the BG. The Q memory is used to store the extrinsic LLR from a VN to a CN and it can be estimated by , where  is the maximum row weight in the BG. The sign memory is used to store the sign of extrinsic LLR of each edge from a CN to a VN and it can be estimated by , where  is the number of edges(1s) in the BG. For logic area, the estimation is more complicated, but it can be generally assumed to be proportional to . From the above area estimation, it can be concluded that although increasing maximum lifting size  directly improves the Tput, both memory area and logic area of a decoder also increase proportionally. Therefore, careful study on the trade-off between Tput and memory area cost is necessary while considering increasing maximum lifting size.

	Qualcomm Incorporated
	In particular, for a new LDPC code that has the same lifting size and same number of information bits as NR LDPC code, the normalized number of decoding iterations metric is defined as 
.
This metric captures the relative per iteration complexity difference between NR LDPC codes and other LDPC codes. In particular, this metric captures the fact that the per (raw) iteration decoding complexity of a given LDPC code is proportional to the number of edges in the base graph.  

We may also extend this metric to compare two codes with different lifting sizes/base graph sizes but with the same number of information bits as follows:


	NTT DOCOMO, INC.
	Proposal 3
· RAN1 to clarify the following points in SID and make consensus
· Evaluation/analysis metrics for performance/complexity trade-off
· Performance
· At least, BLER/FAR are necessary to evaluate error correction performance
· Throughput is necessary to evaluate the degree of satisfaction of the requirement for peak data rate
· Decoding latency is necessary to evaluate the degree of satisfaction of the requirement for reliability/latency
· Complexity
· At least, applying computational complexity as one of the metrics for complexity is preferrable for us. Depending on how computational complexity is defined, computational complexity may provide a rough estimate of aspects such as energy consumption; however, it would not necessarily capture the actual implementation complexity sufficiently (if any, extra metrics can be needed).
· Meanwhile, it is desirable to have another complexity metric relevant to implementation aspects and energy consumption for fair comparison. 
Proposal 5
· Regarding the evaluation/analysis of “performance/complexity trade-off” for data channel coding, at least the following metrics should be considered
· Performance: BLER, throughput, decoding latency
· Complexity: computational complexity and complexity relevant to implementation aspects 

Nevertheless, at least, it should be possible to use a single environment owned by a company to compare the complexity of multiple methods. Furthermore, it may be possible to define other quantitative or qualitative metrics for complexity relevant to implementation, which do not depend on the implementation environment, such as gate count. We would like to discuss how to proceed with the performance-complexity discussion while taking such implementation aspects into consideration.

Proposal 6
· RAN1 to discuss how to define complexity relevant to implementation aspects

Since it is difficult to compare evaluation results obtained with different implementation methods and/or decoding algorithms, it is desirable that RAN1 also discusses a common implementation method and/or decoding algorithm and agree them as evaluation assumption to ensure fair evaluation. Regardless of existence of such agreement, it is preferable that companies which provide throughput/latency evaluation results also provide information about the decoder implementation method and decoding algorithm.

Proposal 8
· The starting point of the formula for LDPC decoding throughput is

 is the number of information columns in LDPC BG,
 is the lifting size,
 is the number of iterations,
 is the number of decoding cycles per iteration.

Proposal 9
· The starting point of the formula for LDPC decoding latency is

 is the number of iterations,
 is the number of decoding cycles per iteration.

Proposal 10
· RAN1 to discuss to ensure fair evaluation and to specify a common implementation method (e.g., block parallel, row parallel, etc.) and/or decoding algorithm as evaluation assumptions
Proposal 11
· If computational complexity is treated as a metric to be considered, the number of addition/comparison operations in decoding process should be evaluated
· The starting point of the formula for LDPC computational complexity is

 is the number of [average/maximum] iteration,
 is the number of rows of the parity check matrix H,
 is the number of calculations per row (may vary depending on the decoding algorithm assumed for evaluation)
· The starting point of the formula for Polar computational complexity: FFS

Proposal 20
· For data channel coding, 5G LDPC code should be reused as much as possible unless there are critical motivations and clear gains enough to justify the enhancement
Proposal 21
· RAN1 to study the necessity of extensions of data channel coding to achieve the required peak data rate and achieve acceptable balance between performance and complexity



Discussion
To evaluate the candidate 6G channel coding schemes, a common set of evaluation metrics is required. 
In RAN1#122 meeting, chairman’s guidance was for companies to provide evaluation on BLER performance, throughput, complexity, and decoding latency.
Based on companies’ input in RAN1#122bis meeting, FL suggests that at least BLER performance, decoding throughput, complexity should be considered for the evaluation of 6G channel coding scheme. Furthermore, it can be further discussed whether and how to define additional metrics, such as area efficiency.
To have better understanding and fair comparison among the candidate schemes, the definition and calculation methods of these metrics should be further discussed and clarified.
For throughput calculation, most companies proposed similar formulations which can be formulated as below.
,
Where K is the number of information bits in one coded block, f is the operating clock frequency, T is the decoding cycles for one code block, C is the number of decoder cores.
The main difference in throughput calculation between LDPC and Polar codes is in how T is determined.
For LDPC code,  , where  is the number of decoding iterations, and  is the decoding cycles per iteration. 
For Polar code, , where N is the code block length, 2N-2 is the decoding cycles required by SC decoding, and  is the skipped decoding cycles enabled by fast-decodable node, such as Rate-0, Rate-1, Rate-SPC, Rate-REP, etc.
Meanwhile, additional views for throughput calculation are summarized as below:
Nokia proposes using the peak data rate formula in TS38.306 to evaluate whether high throughput requirement can be satisfied. 
In FL’s understanding, this formular is derived from system perspectives considering the factors such as bandwidth, modulation order, etc. From channel coding’s perspective, the decoding throughput calculated per companies’ suggestion should also satisfy the target requirement, which need to be discussed in channel coding agenda. 
Furthermore, MediaTek and Samsung proposes to consider decoding cycles per code block. In FL’s understanding, the decoding throughput and decoding latency are interchangeable measures. And other metrics are also suggested by MediaTek, which can be further discussed.
According to 6G SID, 6G channel coding design is expected to provide a tradeoff between performance and complexity. Therefore, complexity evaluation is necessary. Based on companies’ input in RAN1#122bis, 4 companies (ZTE, Huawei, Qualcomm, NTT DOCOMO) provided computational complexity models, 3 companies (ZTE, vivo, Huawei) provided the calculation of required number of processing elements, 4 companies (ZTE, Huawei, MediaTek, Samsung) provided required memory models/calculation. From the discussion, the complexity evaluation should include computational complexity, required number of processing elements, and required memory. For computation complexity, it is based on the operation number of addition, comparison, multiplication, etc., during decoding. For processing elements, it includes components such as adders, comparator, etc. For LDPC decoder, QSN (quasi-shift network) is also needed. Based on companies’ input, these various operations or processing elements can be normalized by converting them to an equivalent number of additions (or adders) for comparison. Therefore, FL suggests the complexity evaluation should consider these aspects. And the detailed formular/model can be further discussed based on the submitted contributions.
Round 1
FL1 Proposal 3.3.1-1-v1
Proposal 3.3.1-1-v1: For the evaluation of 6G data channel coding scheme(s), at least the following metrics are considered
· BLER performance
· Decoding throughput/latency
· Complexity

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	For BLER, we would like to compare the BLER performance not only in AWGN but in fading channel

	Xiaomi
	Y
	Agree since this is aligned with SID and chair guidance

	AccelerComm
	Y
	Memory requirement should be considered, perhaps as part of complexity. Memory dominates the chip area of ASIC implementations.

	AT&T
	
	Prefer adding a note stating that NR data channel coding is baseline for the study

	Lenovo
	Y
	Agree with this proposal

	LGE
	
	Performance, latency, and complexity should be considered as metrics similar to those used when 5G channel coding study.

	
	
	

	
	
	


FL1 Proposal 3.3.1-2-v1
Proposal 3.3.1-2-v1: For the evaluation of throughput in 6G data channel coding scheme(s), the following formula can be considered

Where  is the number of information bits in one coded block,  is the operating frequency,  is the number of decoding cycles per code block,  is the number of decoder cores.
For LDPC code, , where  is the maximum number of decoding iterations, and  is the decoding cycles per iteration. 
For Polar code, , where N is the code block length,  is the number of decoding cycles required by SC decoding, and  is the number of skipped decoding cycles due to fast-decodable node(s).

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	We are OK with the proposal

	Xiaomi
	
	For polar code throughput evaluation, is the Tskip changing with the code block size or remains the same for all code block length? Not sure whether a notation taking Tskip a function of code block length is needed.  

	vivo
	
	The throughput formula for LDPC is OK. But for Polar, even with SSC, some of the operation is sequential for SSC, because node trimming can parallelize the bits under the special nodes while different special nodes are still sequential. The current throughput formula may not correctly reflect the true throughput of the Polar SSC decoder, some further study is needed.

	AccelerComm
	N
	For LDPC, it should be acknowledged that Titer has a dependency on block length. For polar, T=2N-2-Tskip ignores the clock cycles for list sorting in SCL decoding.  

	MTK
	N
	Few comments:
1.For LDPC, the number of decoding cycle per CB is estimated by ,  in the proposal, where I is the max number of decoding iterations. However, I depends on the target BLER and the operating SNR.  That is, without specifying performance target and operating SNR, it’s not clear to us how to capture/define I. Therefore, we suggest to discuss BLER target and operating SNR first in order to define I
2.For Polar, we also suggest to discuss BLER target and operating SNR first and check whether SC decoder achieve acceptable BLER performance first before we decide which decoder is used to evaluate Tput for Polar.
3. In general, the formula specified in this proposal may be used for decoder Tput when considering only specific MCS/code rate/CB size. The peak Tput estimation a decoder can achieve should consider other MCS/coderates to ensure all MCSs CB can be decoded in time to meet performance requirement. But we can first discuss performance requirement first and come back to update the Tput estimation formula.

	Lenovo
	
	Ok with LDPC throughput formula.

	
	
	



FL1 Proposal 3.3.1-3-v1
Proposal 3.3.1-3-v1: For the complexity evaluation of 6G data channel coding scheme(s), the following aspects can be considered
· Computational complexity
· Required processing elements, including at least the number of adders, comparators.
· Required memory
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y or N
	These are implementation dependent.  Do companies want to provide their implementation in details?

	Xiaomi
	Y
	Agree since this is aligned with SID and chair guidance

	AccelerComm
	Y
	Routing/multiplexing requirements should also be considered - these often consume more clock cycles or chip area than adders and comparators. It should be acknowledged that software, FPGA, ASIC, GPGPU, etc implementations have radically different sensitivity to different ones of arithmetic, memory, routing.

	Lenovo
	Y
	Ok with the proposal

	LGE
	
	Computation and area should be evaluated. 

	
	
	



FL1 Question 3.3.1-4-v1
Question 3.3.1-4-v1: Companies are encouraged to provide views on whether/how to model other metrics, e.g., area efficiency or any other metrics.
Please provide your comments as below.
	Company
	Y/N
	Comments

	AccelerComm
	Y
	Area efficiency is a very important KPI. But it is very difficult to model. One option could be identify weighting factors to model the degree to which each type of computation (arithmetic, routing, memory) impacts the resource usage for each type of implementation (ASIC, FPGA, software, GPGPU).

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



3.3.2 Evaluation assumption
Summary of inputs
Regarding the evaluation assumption for data channel coding, 17 companies (Nokia, ZTE, vivo, Xiaomi, Huawei, OPPO, Samsung, Lenovo, ETRI, ESA, Thales, Rakuten Mobile, MediaTek, Ericsson, Apple, Qualcomm, NTT DOCOMO) discussed simulation parameters and values for data channel coding.
	Source
	Observation/Proposal

	Nokia
	[bookmark: _Toc210234419][bookmark: _Toc205469925][bookmark: _Toc210234221]Proposal 10: RAN1 to discuss decoding algorithms for evaluation.
[bookmark: _Toc205469926][bookmark: _Toc210234222][bookmark: _Toc210234420]Proposal 11: RAN1 to consider decoder enhancements targeting higher throughput and/or better performance compared to the baseline with acceptable complexity trade-off for the evaluation of potential extensions of LDPC codes.


	ZTE Corporation, Sanechips
	 
	Parameter settings
	Details

	Channel
	AWGN channel: coding design
Fading channel: interleaver or other enhancement

	Modulation scheme
	QPSK: coding design
16QAM, 64QAM, 256QAM,1024QAM: interleaver or other enhancement

	Target CBER/BLER
	For CB level evaluation, 
For TB level evaluation , where ,TBS is calculated by bandwidth, code rate, modulation order and number of layers

	HARQ
	IR-HARQ

	Information size + CRC
	Same as NR+ [8448*2]

	Code rate
	1/3, 2/5,1/2,2/3,3/4,5/6,8/9,948/1024

	Decoding algorithm of LDPC
	Layered normalized min-sum/BP
Maximum iteration times: 2, 3, 4, 5, 6, 8, 10, 20

	Decoding algorithm of Polar code
	SSC/SCL decoding




	vivo
	Table 6: Simulation assumptions for IC (AWGN)
	Parameters
	Values or assumptions

	Channel
	AWGN

	Modulation
	QPSK, 256QAM

	Coding Scheme
	LDPC

	Code rate 
	QPSK: 120/1024, 308/1024, 602/1024
256QAM: 682.5/1024, 754/1024, 885/1024, 948/1024

	HARQ (if applicable)
	IR-HARQ

	Decoding algorithm
	min-sum(normalized min-sum)

	Code block size (bits)
	up to 8448, 16896, 33792
Note1: Smaller CBS is determined based on Kb and Zc
Note2: Number of CRC bits up to company to report

	Target BLER
	0.1



Table 7: Simulation assumptions for IC (fading channel)
	Parameters
	Values or assumptions

	Channel
	CDL-A, CDL-D
DS=30/100/300ns, user speed =3,120km/h

	Carrier Frequency
	6 GHz

	SCS
	30 kHz

	FFT size
	4096

	Data Allocation
	-	1, 60, 260 RBs
-	2/6/12 OFDM symbols
-   DMRS pattern (follow NR)

	BS antenna configuration
	2 Tx/Rx ports as start point
Other values are not precluded

	UE antenna elements
	1Tx2Rx ports as start point
Other values are not precluded

	Modulation
	QPSK, 256QAM

	Code rate 
	QPSK: 120/1024, 308/1024, 602/1024
256QAM: 682.5/1024, 754/1024, 885/1024, 948/1024

	Coding Scheme
	LDPC

	HARQ (if applicable)
	IR-HARQ

	Decoding algorithm
	min-sum (normalized min-sum)

	Code block size (bits)
	up to 8448, 16896, 33792
Note1: Smaller CBS is determined based on Kb and Zc
Note2: Number of CRC bits up to company to report

	Channel estimation
	Real estimation (Proponent should report DMRS pattern with RS overhead)

	Target BLER
	0.1



[bookmark: _Ref205882428]Proposal 17: Consider the parameters in Table 6 and Table 7 as simulation assumptions for evaluating channel coding candidates.

	Xiaomi
	Proposal 2: For 6GR, channel coding evaluation shall be performed channel wise instead of scenario wise. 
· [bookmark: _Hlk206145653]LDPC is the data channel candidate and the evaluation assumptions need to reflect the requirements for at least IC/hRLLC/MC
· Polar is the control channel candidate and the evaluation assumptions need to reflect the requirements for at least IC/hRLLC/MC  
· As per Proposal 2, only LDPC and Polar code assessment is needed.
· It is better to include 256QAM as well to have a comprehensive assessment of the 6GR supported MCS levels.  
· The BLER target for data channel includes additional  , which is a typical XR service reliability requirement.
[bookmark: _Hlk206093665]
Proposal 3: For 6GR, the following evaluation assumptions can be used to check whether the channel coding candidates fulfill the 6GR requirements.
· Evaluate the block error rate (BLER) performance versus SNR
	Evaluated Channel Type
Evaluation Assumption
	Data Channel
	Control Channel

	Modulation
	QPSK
	QPSK, 64 QAM, 256 QAM

	Coding Scheme
	LDPC
	Polar

	Code rate 
	1/12, 1/6, 1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
	1/12, 1/6, 1/5, 1/3

	Decoding algorithm**
	min-sum
	List decoding

	Info. block length*** (bits w/o CRC)
	20, 40,100, 200, 400, 600, 1000, 2000, 4000, 6000, 8000 
Optional(12K, 16K, 32K, 64K)

	Channel*
	AWGN

	* Fading channels will be simulated in the next stage
** These algorithms are starting points for further study. Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 
*** At least these info. block length and code rate shall be evaluated. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. 
Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis.


· General guidelines
· BLER simulations down to 10-1 , 10-3 is recommended (to observe the error floor) for IC/MC
· BLER simulations down to 10-4 is recommended (to observe the error floor) for hRLLC

	Huawei, HiSilicon
	Table 4: Link level simulation assumptions of channel coding for data channel
	Coding Type
	Polar
	NR LDPC

	Decoder 
	SSC
	LMS(5)

	K
	[3276,4096,5461,6144,6826,7585] + 24-bit CRC

	R
	[2/5,1/2, 2/3, 3/4,5/6, 7/8, 0.926]

	Modulation
	QPSK

	Channel
	AWGN

	N
	8192




	OPPO
	Within our investigation for less iterations, the 5G BG1/BG2 codes with top-to-bottom decoding ordering has the performances worse than those of certain static scheduling decoding across all tested code rates. Therefore the performances of 5G BG1/BG2 codes with top-to-bottom scheduling decoding can hardly represent the baseline 5G code performances.  

	Samsung
	Simulation assumptions: LDPC codes
· Evaluate the complexity and block error rate (BLER) performance versus SNR
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	 LDPC code

	Code rate 
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	Sum-product + Layered decoding

	Decoding configurations
	Number of iterations = 5, 10, 20
Precoder syndrome check (early termination)
Decoding validity check = syndrome & CRC & genie check

	Info. block length (bits w/o CRC)
	100 : 100 : 32K



Evaluation metrics and criteria 
· Performance: Target block error rate (BLER) [10-1]
· Complexity: Number of one in BG/PCM, Average number of iterations (ANI)
· Latency: Number of one in BG/Number of layers (w/ or w/o row merging), Average number of iterations (ANI)

	Lenovo
	               Table 2.1.2-1: 6GR data channels evaluation assumptions
	Coding Scheme
	LDPC

	Code Rates
	1/5;1/2; 2/3; 8/9

	Code lengths
	2000,4000,6000,8000
             10K,12K, 16K

	Channel
	AWGN

	Decoding Algorithm
	Layered BP/LMS

	Modulation
	QPSK, 16-QAM, 256-QAM




	ETRI, ESA, Thales
	Proposal 1. For channel coding evaluation, RAN1 to consider NTN use cases requiring operations at low error rates. The following target BLER levels are proposed depending on use cases:
· Target BLER of 10-2: eMBB
· Target BLER of 10-5: NTN, HRLLC
Proposal 2. RAN1 to evaluate channel coding without HARQ, in order to consider NTN use cases and to observe the baseline performance of the proposed codes (no HARQ combining gain).

	Rakuten Mobile, Inc
	Proposal 3: To ensure consistency and relevance in assessing 6GR data channel coding schemes, use at least the following set of evaluation assumptions reflecting realistic deployment scenarios and implementation constraints:
· Channel Models: Use TR 38.901 and its extensions for the new frequency range, NTN, and ISAC scenarios.
· Modulation Orders: Range from QPSK up to 1024-QAM.
· Payload Sizes: Include small packets and large packets.
· Code Rates: Cover full NR-supported range with extensions. 
· HARQ Scheme: Assume non-adaptive HARQ with [X] maximum retransmissions. 
· Decoding Algorithms: Specify algorithm, e.g., belief propagation, SCL, and implementation details e.g., number of iterations, list size. 
· System Bandwidths: Specify typical bandwidths reflecting representative 6G configurations.
Proposal 4: To ensure a fair, consistent, and comprehensive assessment of candidate data channel coding schemes for 6GR, use the following multi-layered evaluation methodology:
· Link-Level Simulations
· To evaluate BLER performance across standardized channel models and modulation orders under varying SNR/Eb/N₀ conditions.
· System-Level Simulations
· To evaluate throughput, latency, and reliability in realistic traffic scenarios, considering diverse packet sizes and HARQ configurations.
· Hardware-Level Analysis
· To analyze decoding complexity, including gate count, memory footprint, and power consumption, based on specified decoding algorithms and implementation parameters.

	MediaTek Inc.
	For target BLER, at least  should be considered for CB BLER target to ensure TB reliability.

	Ericsson
	[bookmark: _Toc210402997]Proposal 3 For evaluation of candidates for channel codes for high throughput, the following evaluation assumptions are used as starting point.
1. [bookmark: _Toc210402998]AWGN, QPSK, QC-LDPC
j. [bookmark: _Toc210402999]Code rate: from 2/3 up to ~0.925 
k. [bookmark: _Toc210403000]Layered scaled min-sum decoding algorithm
l. [bookmark: _Toc210403001]Number of iterations: 10~15
m. [bookmark: _Toc210403002]Information block length: ≥8448 
n. [bookmark: _Toc210403003]Metrics: BLER results reported together with at least the following parameters: code rate, information block size, SNR, decoder details, number of iterations, code construction, rate matching method, etc.

	Apple
	
Table 2: Simulation assumptions for data channel
	Parameters
	Values or assumptions

	Channel
	AWGN

	Modulation
	QPSK, 16 QAM, 64 QAM, 256 QAM

	Coding Scheme
	LDPC

	Code rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9, 11/12

	Decoding algorithm
	Min-Sum, Belief-Propagation decoders (4/8/16/32/64 decoding iterations)

	Info. block length (w/o CRC) 
	100, 400, 1000, 2000, 4000, 6000, 8000, 12000, 16000, 32000, 64000



Proposal 12: It is proposed to define the evaluation and decoder assumptions, based on Tables 1 and 2. 

	Qualcomm Incorporated
	Finally, in all evaluations in this contribution, we used layered decoding, since it is well known that layered decoding may achieve the same decoding performance as flooding iteration decoding but with only about half the number of iterations.  Thereby, the #iterations in the evaluations refer to the number of layered iterations.
For layered decoding, the schedule of the decoding is known to affect decoding performance, especially in the small iteration regime. In order to make a fair comparison of NR LDPC codes and new LDPC codes, we use a customized schedule that is “optimized” for a given base graph and given coding rate. In particular, we prioritize the layers based on the following factors (see, e.g., [7] for discussions on decoding schedule optimization for QC-LDPC code):
1. A layer that is connected to the punctured node by a single edge has higher priority than a layer that is connected to the punctured node by double edges
2. A layer with lower degree has higher priority than a layer with higher degree.
[bookmark: _Ref210381198]Proposal 6: For 6GR LDPC code enhancement study, RAN1 shall discuss metrics to capture the decoding complexity in the complexity-performance tradeoff evaluations. 

	NTT DOCOMO, INC.
	Proposal 7
· RAN1 to define the simulation assumptions, simulation methodologies and the equations for analysis



Discussion
Round 1
For the study of 6G data channel coding, companies provided views on the evaluation assumptions. The summarized information can be found below.
Table 3.3.2 Summarized evaluation assumptions for data channel coding
	Parameters
	Values or assumptions

	Channel
	· AWGN: ZTE, vivo, Xiaomi, Huawei, Samsung, Lenovo, Ericsson, Apple
· Fading channel: ZTE, vivo

	Modulation
	· QPSK: ZTE, vivo, Xiaomi, Huawei, Samsung, Lenovo, Rakuten Mobile, Ericsson, Apple
· 64QAM: ZTE, Lenovo, Rakuten Mobile, Apple
· 256QAM: ZTE, vivo, Lenovo, Rakuten Mobile, Apple
· 1024QAM: ZTE, Rakuten Mobile

	Code rate
	· Set 1: vivo
· QPSK: 120/1024, 308/1024, 602/1024
· 256QAM: 682.5/1024, 754/1024, 885/1024, 948/1024 
· Set 2: ZTE (+948/1024), Xiaomi (+1/12, 1/6), Huawei (2/5,1/2, 2/3, 3/4,5/6, 7/8, 0.926), Samsung, Lenovo (1/5;1/2; 2/3; 8/9), Ericsson (2/3 up to ~0.925), Apple (+11/12)
· 1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	HARQ
	IR-HARQ: ZTE, vivo

	Transport bock size
	· Same as 5G + lager TBS: ZTE
· up to 8448, 16896, 33792: vivo
· 20, 40,100, 200, 400, 600, 1000, 2000, 4000, 6000, 8000 
Optional(12K, 16K, 32K, 64K): Xiaomi
· [3276,4096,5461,6144,6826,7585] + 24-bit CRC: Huawei
· 100: 100: 32K: Samsung
· 2000,4000,6000,8000,10K,12K, 16K: Lenovo
· ≥8448: Ericsson
· 100, 400, 1000, 2000, 4000, 6000, 8000, 12000, 16000, 32000, 64000: Apple

	Target BLER
	· 10-1: ZTE (for TB level evaluation), vivo, Xiaomi, Samsung
· 10-2: ZTE (for CB level evaluation), ETRI, ESA, Thales, MediaTek
· 10-3: Xiaomi
· 10-4: ZTE (for CB level evaluation), Xiaomi
· 10-5: ETRI, ESA, Thales

	Decoding algorithm of LDPC
	· Min-sum: ZTE (for comparison between LDPC and Polar code), vivo, Xiaomi, Huawei, Lenovo, Ericsson(10~15 iterations), Apple
· BP: ZTE (for comparison within LDPC code), Samsung (5/10/20 iterations), Lenovo, Apple (4/8/16/32/64 iterations)
· Decoding order:
OPPO: top-to-bottom scheduling decoding can hardly represent the baseline 5G code performances.
Qualcomm: a customized schedule that is “optimized” for a given base graph and given coding rate.

	Decoding algorithm of Polar code
	· SSC decoding: ZTE (for comparison between LDPC and Polar code), Huawei



As companies’ proposals on 6G channel coding design include channel coding schemes and channel coding chain enhancements (see subclause 3.1 and subclause 3.2), the evaluation assumption can be separately discussed since different aspects are considered.
For the evaluation of data channel coding scheme, the suggested assumptions are as follows.
	Parameters
	Suggested values or assumptions
	FL comments

	Channel
	AWGN
	Similar to 5G, AWGN channel can be considered

	Modulation
	QPSK
256QAM
	Similar to 5G, QPSK can be considered. In addition, higher modulation order, i.e., 256QAM be considered for high throughput evaluation.

	Code rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9,948/1024
	Same code rates in 5G evaluation assumption and the maximum code rate in MCS table

	HARQ
	IR-HARQ
	

	Transport bock size
	100, 400, 1000, 2000, 4000, 6000, 8448, 
	Almost same TBS in 5G evaluation assumption
 is also added considering the high throughput scenario and the proposed coding schemes in companies’ contributions differ in code types, LDPC BG size, maximum lift sizes, etc. 
is derived from 100MHz bandwidth, SCS 30KHz, 12 OFDM symbol occupation, 256QAM, 948/1024 code rate, 4MIMO layers.

	Target BLER
	CBLER=10-2, 10-4
TBLER=10-1 when transport block size is 
	CBLER=10-2, 10-4: same as 5G evaluation assumption
TBLER=10-1 when transport block size is : same requirement as TS38.214

	Decoding algorithm of LDPC
	Layered Min-sum 
Iteration times: 3~20
	

	Decoding algorithm of Polar code
	SSC decoding
	



For the evaluation of data channel coding chain enhancement, fading channel and more modulation orders need to be considered.
Therefore, the FL proposals about evaluation assumptions are as follows.
FL1 Proposal 3.3.2-1-v1
Proposal 3.3.2-1-v1: For the evaluation of 6G channel coding scheme(s), the following evaluation assumption is considered as starting point.
	[bookmark: _Hlk211085252]Parameters
	Values or assumptions

	Channel
	AWGN

	Modulation
	QPSK

	Code rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9,948/1024

	HAQR
	IR-HARQ

	Transport bock size
	100, 400, 1000, 2000, 4000, 6000, 8448, 
Wherein  is derived from TS38.214 based on 100MHz bandwidth, SCS 30KHz, 12 OFDM symbol occupation, 256QAM, 948/1024 code rate, 4MIMO layers.

	Target BLER
	TBLER=10-1 when transport block size is 
CBLER=10-2, 10-4 for other cases

	Decoding algorithm of LDPC
	Layered min-sum
Iteration times: 3~20

	Decoding algorithm of Polar code
	SSC decoding



Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	OK

	Xiaomi
	
	OK for progress

	vivo
	
	We are generally OK, except that 
· TBSm could be optional and any other value for companies to report; 984/1024 should be optional, and could be any other value for companies to report
· For target BLER, at least eMBB should have same target, the TBLER can be 10^-1 and CBLER can be 10^-2 or 10^-4 regardless of the TBS 
· For LDPC, the layer scheduling of layered min-sum should be reported if top-bottom scheduling is not used; and the offset and scale factors should be reported if applicable
For SSC decoding, the node types used for SSC should be reported.

	AccelerComm
	Y
	But fast-SCL decoding is more typically used in practice than SSC decoding (and is aligned with the proposal below for control channels). 5G NR channel coding standardisation assumed CRC-aided SCL decoding, where 3 CRC bits are used to enhance BLER. BLERs below 10-4 are important for NTN (and perhaps HRLLC) applications.  

	MTK
	N
	The purpose of the evaluation should be clarified first. If it is for high Tput evaluation, it’s not clear to us the necessity to check low code rate and small TB size. In addition, we have following clarification questions
0. Can we consider CB BLER and derive TB BLER based on TB BLER=1-(1-CB BLER)^Ncb, where Ncb is derived based on the configuration specified in the proposal? With that, can we only check CB target BLER?
0.  For 12 OFDM symbol occupation specified in TB size, suggest to replace with 273RB to avoid ambiguity
0. For the decoding algorithm, layer decoding needs to specify the ordering of layer proceed. Some details are needed. 
0. It’s not clear to us why we need to check LDPC BLER for each iteration number? Based on the Tdoc results submitted and BG1 evaluation, we suggest to check 10 and 20 iterations.
5.From the simulation results submitted by company regarding performance comparison between polar and LDPC, Polar with SC shows dB loss to BG1 20 iteration. Therefore, considering SC might not have acceptable performance and we suggest to consider SCL.

	Lenovo
	
	OK

	LGE
	
	QPSK should be prioritized. IR-HARQ can be considered if necessary.

	
	
	

	
	
	



FL1 Proposal 3.3.2-2-v1
Proposal 3.3.2-2-v1: For the evaluation of 6G data channel coding chain enhancement, consider at least the following aspects:
· Channel type: AWGN, fading channel
· FFS details of fading channel configurations
· Modulation order: QPSK, 16QAM, 64QAM, 256QAM, 1024QAM
· Channel estimation: Realistic 
· FFS other details, e.g., Tx/Rx antenna setting, MIMO setting

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	OK

	Xiaomi
	
	OK for progress

	vivo
	
	We suggest to adopt the NR MCS table as baseline, for example the same modulation order and/or coding rates, and let companies to report the modified MCS if the NR MCS table cannot be fully applied.

	AccelerComm
	Y
	OK

	Lenovo
	
	Agree

	LGE
	
	For inter-code block coding, significant performance gain can be obtained over fading channel. So, fading channel should be considered for evaluation.

	
	
	



4 Control channel coding 
4.1 Code construction
4.1.1 Motivation and views 
Summary of inputs
For 5G DCI, CRC-aided (CA) polar code is applied. Basically, 24-bit CRC is first generated based on DCI payload bits. The payload bits and CRC bits are interleaved for early decoding termination purpose. The interleaved bits are passed through Polar encoder kernel. The coded bits are written in circular buffer for rate matching. 
For 5G UCI with payload larger than 19 bits, the CA Polar code with 11-bit CRC is applied, without CRC distribution. For 5G UCI with payload between 12 and 19 bits, the parity check (PC) Polar code with 6-bit CRC is applied, where up to 3 parity check bits are generated to facilitate pruning the list of candidate paths at decoder side in order to improve the error-correction performance. 
In RAN1#122bis, companies discussed the coding schemes for 6GR control channel. Companies’ views are summarized as below:
Polar code for control channel coding: Spreadtrum, ZTE, vivo, CMCC, Huawei, CATT, OPPO, Samsung, Fujitsu, LG Electronics, Lenovo, Rakuten Mobile, Ericsson, Qualcomm, AT&T, NTT DOCOMO, Tejas 

LDPC code for large UCI: Qualcomm

2 companies (Samsung, Apple) discuss 6G Polar code construction, the potential solutions are as follows
· Unified and scalable polarization-adjusted convolutional (PAC) coding scheme could be adopted to support both downlink and uplink control channels: Samsung, Apple 

3 companies (Fujitsu, Lenovo, Qualcomm) discuss 6G Polar code sequence, the potential solutions are as follows
· Multi/mixed polar kernels can be introduced to support more flexible code lengths: Fujitsu
· Evaluate hybrid online/offline Polar reliability sequence design methods to accommodate different channel conditions, code rates and code block lengths while targeting acceptable memory and computational requirements: Lenovo
· Study polar code designs that support lower decoding complexity and latency for control channel: Qualcomm
	Spreadtrum, UNISOC
	Proposal 1: 5G NR channel coding schemes should be adopted for 6GR:
•LDPC coding for data channel
•Polar coding for PDCCH with payload size between 12 bits and 140 bits
•Polar coding for UCI with payload size between 12bits and 1706 bits
Reed-Muller/Simplex/ Repetition coding schemes for control channel (payload < 12 bits).

	ZTE Corporation, Sanechips
	Proposal 12:	5G Polar code encoding chain can be reused with necessary enhancements for 6G.

	vivo
	Proposal 1: NR design should be the baseline for 6GR channel coding. Specifically, 6GR should maintain polar coding for control channels with payload size larger than 11bits and LDPC coding for data channels.
Proposal 2: Support to reuse the NR polar coding design for the control channels with payload size larger than [11] bits, unless the need for enhancing the polar coding design is well justified, e.g., a much larger DCI/UCI payload is necessary for 6GR.

	CMCC
	Proposal 1:  5G Polar code enhancement for 6G could be considered for larger payload size.
Proposal 4: Prefer Polar enhancement that reduces decoding complexity while maintaining error-correction performance.

	Huawei, HiSilicon
	Observation 18: Polar codes have proven to be an effective coding scheme for control information, as evidenced by their deployment in 5G NR. Polar codes can support both 5G and 6G control channels with a unified approach. 
Proposal 4: The necessity and motivation of polar code enhancements need to be strongly justified first by identifying the actual source of existing problems and the specific requirements that differentiate 6G from 5G control channels, rather than immediately working on detailed schemes.

Observation 30: The reliability of control channels is the top priority, so sacrificing error correction performance through sequence optimization is not a viable option.

	CATT
	Proposal 5: Polar code should be reused for 6G control channel coding.

	OPPO
	Proposal 4: The 6GR study on Polar code, which is already decided as the baseline, should focus on the potential extensions of Polar coding, without looking for an alternative. 

	Samsung
	Observation 13: Through its convolutional encoding stage, the PAC code structure naturally transforms a significant portion of frozen bits into a rich, flexible set of data-dependent parity bits.

Proposal 9: In 6GR polar code discussion, polar codes will be defined in terms of a generator matrix constructed as the Kronecker power of the 2x2 kernel matrix, which is .
Observation 22: The parity-check-equation derivation is analogous to the procedure already employed in NR downlink polar codes to handle distributed CRC bits. The operations required for this process introduce only a marginal increase in memory usage and computational load.
Proposal 10: RAN1 should study PAC codes as an enhanced polar coding scheme for the 6GR control channels to support the 5G NR commonality.

	Fujitsu
	Observation 3:
· The maximum code length of 5G polar codes may need to be enhanced if the large payload size of control information is identified in 6G.  
· For 5G polar codes, the lengths of mother codes can only be the power of 2 which may lead to excessive puncture/shorten operations in rate-matching operations.
Proposal 3:
· 5G Polar codes could be reused for control channel coding in 6G R.
· The maximum code length of polar codes could be enhanced if the larger payload size of control information is identified in 6GR.
Proposal 4:
· In 6GR, more flexible lengths of mother codes of polar codes could be introduced. 
Proposal 5:
· In 6GR, multi/mixed polar kernels can be introduced to support more flexible code lengths, e.g., .

	LG Electronics
	Proposal 4: Polar code enhancement of increasing the maximum mother code size beyond 1024 can be considered for supporting larger UCI payloads.

	Lenovo
	Proposal 9: Study the need and performance of larger Polar reliability sequence over Polar NR sequence and segmentation to enable better BLER performance for different SNR ranges and different code block sizes.
Proposal 10: Evaluate hybrid online/offline Polar reliability sequence design methods to accommodate different channel conditions, code rates and code block lengths while targeting acceptable memory and computational requirements.

	Rakuten Mobile, Inc
	Proposal 10: To address the diverse performance and implementation demands of 6G control channels, study extensions of the existing NR channel coding schemes in the following directions:
· Optimized Polar Code Designs: Refining construction and decoding algorithms to improve BLER and FAR at small block sizes and low code rates.
· Alternative Short Block Codes: Exploring new algebraic or spatially coupled codes that may offer superior performance or lower complexity.
· Adaptive Coding Schemes: Enabling dynamic adjustment of code rate and block length based on channel conditions and latency constraints.
· Joint Optimization with Modulation and Beamforming: Investigating integrated approaches to enhance robustness and efficiency in control channel delivery.

	Ericsson
	Proposal 1 For the study of channel coding, the following high-level principles are adopted:
1. NR channel coding scheme is the baseline for 6G channel coding, i.e. NR LDPC for data, NR Polar (and small block codes) for control. Any code extensions beyond NR shall be required to demonstrate significant performance benefits with reasonable complexity/implementation burden.
p. For data channel, 5G LDPC coding is applied to the 6G scenarios whose KPIs are covered by 5G capabilities.  
q. The investigation and the applicability of channel coding extension on top of the NR baseline should address KPIs with a much higher peak data rate target.
r. Avoid minor performance/complexity optimizations (e.g. improving performance by a few tenths of a dB) that do not provide meaningful benefit at system level

Proposal 4	NR Polar coding is reused for 6GR control channels (PXCCH).

	Apple
	Proposal 5: It is proposed to investigate the use of dynamic frozen bits in the design of polar codes, including convolutional precoding schemes, to further enhance the error correction capability of control channel codes.

	Qualcomm Incorporated
	[bookmark: _Ref210387464][bookmark: _Ref210387468]Proposal 9: In 6GR, study polar code designs that support lower decoding complexity and latency for control channel.
Proposal 10: For channel coding for control channel in 6GR: 
· 6GR should strive to keep the same polar code size as 5G for both uplink and downlink. 
· Performance improvement of large UCI size can be achieved by either segmentation into more polar code blocks or switching to LDPC code. 
· New feature design efforts should focus on bringing meaningful performance/implementation gains.
Proposal 11: 6GR code design principle and selection criterion should be consistent across data and control channels

	AT&T
	Given that, our preference is reusing LDPC codes and polar codes as basis channel codes for 6GR, as well as Reed-Muller codes and repetition codes, whenever applicable.
Proposal 1	For 6GR, strive to reuse the same channel code types supported in 5G NR.

	NTT DOCOMO, INC.
	Proposal 12
· For control channel coding, 5G Polar code should be reused as much as possible unless there are critical motivations and clear gains enough to justify the enhancement
Proposal 13
· For control channel coding, 5G polar transform, including the value of the maximum mother code length, should be reused as extensions of the polar transform part (e.g., increasing the maximum mother code length) would have a significant complexity increase

	Tejas Network Limited
	Proposal 4: Use Polar codes for the 6GR UCI, if payload sizes similar to 5G NR UCI payload size
Proposal 5: Study enhancements of Polar codes for 6GR UCI payload size greater than the 5G NR UCI payload sizes.

	CEWiT
	Proposal 1: Consider NR coding schemes (Polar and LDPC) as baseline for channel coding schemes in 6G



Discussion
Round 1
For 6G control channel code, it is necessary to study/determine the code construction scheme(s), as well as Polar code sequence.
The discussion related to code construction scheme are provided in the corresponding subclauses for each information type (e.g., subclause 4.2 for UCI, subclause 4.3 for DCI, etc.). This subclause focuses on the discussion of whether to study enhancements to the Polar code sequence.
FL1 Proposal 4.1.1-1-v1
Proposal 4.1.1-1-v1: Study whether to consider the following aspects for Polar code sequence design:
· Support for more flexible code length
· Reduction of decoding complexity and latency
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y or N
	Please provide the detail of algorithm in decoding complexity reduction 

	Xiaomi
	
	The motivation for flexible code length is not clear, is it for reliability or increased DCI size? 
For reduction of decoding complexity and latency, if ET drawback is the intention, we believe motivation and consensus may need to be built before we discuss this proposal.

	vivo
	
	There is no motivation to enhance Polar code sequence. On the one hand, the NR polar code scheme can support flexible code length by segmentation, which could be further enhanced as some companies propose but does not need polar sequence enhancement. On the other hand, for control channel, the decoding complexity and latency is not the pain point, since the payload is typically much smaller than data channel. Lastly, the polar sequence modification has significant impact on the 5G hardware reusing, at least for the polar codec part. Therefore, suggest to remove this proposal until strong justification is provided.

	AccelerComm
	Y
	5G NR polar codes already have individual-bit granularity of information and encoded block lengths - not clear how they could be any more flexible. Polar code sequence could be designed with consideration of allowing more fast-decodable nodes, but impact on BLER must be considered.

	AT&T
	
	Since there is no clarity on DCI/UCI sequence length, we are OK to study performance for different code length. We also prefer adding a note that identifies NR control channel coding as baseline:
Note: NR control channel coding is considered as baseline for study

	Lenovo
	
	Agree

	LGE
	
	We are open to studying polar sequence design if a larger mother code size is supported in 6GR. However, it is unclear whether the aspects listed in the sub-bullets are necessary.

	
	
	



4.2 UCI
4.2.1 Motivation and views
Summary of inputs
In NR, Polar code is used in UCI channel coding when payload size is larger than 11. Furthermore, 2 segments are applied when (payload size  360  encoded bit length   1088)  payload size  1013. And the largest supported UCI payload size is 1706 bits, which corresponding to 1024(maximum mother code length) *2(two segments) *5/6(the maximum code rate simulated in Polar code design). 
In RAN1#122bis meeting, companies discuss the following issues for 6GR UCI channel coding:
12 companies (ZTE, CMCC, CATT, LGE, Lenovo, AT&T, Huawei, Qualcomm, Nokia, NTT DOCOMO, Xiaomi, Tejas) provide the views regarding the maximum UCI payload size in 6G, 
· the maximum UCI payload size may exceed 1706 bits: ZTE, CMCC, CATT, LGE, Lenovo, AT&T, Tejas
· deployments of wider bandwidths such as the 6425~7125 MHz frequency-band (U6G) and massive MIMO systems with more antenna ports will increase the CSI feedback payload size
· the maximum UCI payload size may not exceed 1706 bits: Huawei, Qualcomm
· unclear of maximum UCI payload size increase: Nokia, NTT DOCOMO
· depend on other agendas: Xiaomi
Meanwhile 4 companies (ZTE, CATT, Samsung, Qualcomm) observe performance degradation is observed for large UCI payload size, even when the size does not exceed 1706 due to the excessive repetition.

In case of large UCI payload size, 11 companies (ZTE, CMCC, Huawei, CATT, Lenovo, Qualcomm, Samsung, Fujitsu, LGE, NTT DOCOMO, Google) discussed the potential enhancements:   
· Option 1: Increase the maximum code block length of polar code from 1024 bits: Fujitsu, LGE, Lenovo
· Option 2: Enhance the segmentation scheme (e.g., new segmentation rules, more than 2 segments, outer/inner code across sub-blocks): ZTE, CMCC, Huawei, CATT, Lenovo, Qualcomm, Google
· Option 3: Study approaches to enhance flexibility and scalability (e.g., PAC code): Samsung
· Option 4: Use LDPC code for large UCI: Qualcomm
It is clear that the discussions on the maximum UCI payload size are dependent on some other agenda items’ (AI) decision (e.g., MIMO, uplink control). If the channel coding study on this topic is held until the maximum UCI payload size is determined by other AI, then there will not be enough time for channel coding study if the maximum UCI payload size is turned out to be increased from 1706 bits. Subsequently, the early conclusion on channel coding (expected by June 2026) is infeasible. 
	Source
	Observation/Proposal

	Nokia
	[bookmark: _Toc210234129]Observation 4: Motivation/requirement for polar codes with block length greater than 1024 bits is unclear given that the increase of UCI/DCI bits is still unknown.
[bookmark: _Toc210234225][bookmark: _Toc205469929][bookmark: _Toc210234423]Proposal 14: RAN1 to study the necessity of any applicable extension on top of 5G polar codes considering acceptable performance/complexity trade-off.

	ZTE Corporation, Sanechips
	Observation 23: Performance degradation is observed in large UCI payload size ranging from 1000 bits to 1706 bits due to excessive repetition caused by the limitation on the number of segments.

Observation 24: Performance degradation is more serious if UCI payload size further increases (i.e., larger than 1706 bits) when using the 5G polar code.
Proposal 13: Polar coding enhancement should be considered for large UCI sizes (i.e., both for the cases with the existing large UCI size within 5G UCI size and for the cases with a larger UCI size beyond 5G UCI size).

Observation 25: When the information length ranges from 1248 to 1952 bits, increasing the number of segments outperforms 5G segmentation at a target BLER of 0.01. The observed gains are
· Code rate 1/8: 0 .72– 3.95 dB
· Code rate 1/5: 0.64 – 3.94 dB
· Code rate 1/3: 0.74 – 3.94 dB
· Code rate 1/2: 0.39 – 3.94 dB
· Code rate 2/3: 0 – 3.82 dB
Proposal 14: Polar coding enhancement for segmentation, e.g., increase the maximum number of segments for UCI, should be considered in 6GR.

	vivo
	[bookmark: _Ref210116454][bookmark: _Ref205816586]Observation 1: The NR polar coding design has well supported the control channel requirements of DCI not exceeding 140 bits and UCI not exceeding 1706 bits. 
[bookmark: _Ref205882393]Proposal 2: Support to reuse the NR polar coding design for the control channels with payload size larger than [11] bits, unless the need for enhancing the polar coding design is well justified, e.g., a much larger DCI/UCI payload is necessary for 6GR.

	Xiaomi
	Proposal 1: For 6GR, NR LDPC and polar are taken as data and control channel FEC respectively for the same target scenarios and requirement region as NR. 
· Thorough and vigorous evaluation is needed to justify peak data rate oriented incremental enhancement with specification change for LDPC 
· The increase of UCI/DCI payload size(s), if any, shall be triggered by relevant discussion instead of channel coding discussion

	CMCC
	Observation 1: 5G Polar code may not be optimal for the case of longer DCI/UCI straightforwardly, due to higher decoding latency, degraded error performance and inherent short-block optimization. 
Proposal 1: 5G Polar code enhancement for 6G could be considered for larger payload size.
Proposal 2: Prefer Polar enhancement that preserves - rather than expands - the overlapping bit-length range between Polar codes and LDPC codes, such as leveraging 5G Polar code implementations through message segmentation.
Proposal 3: If segmented Polar coding is adopted, enhancement such as outer/inner code across sub-blocks could be considered to provide additional error protection across the sub-blocks.
Proposal 4: Prefer Polar enhancement that reduces decoding complexity while maintaining error-correction performance.

	Huawei, HiSilicon
	Observation 22: Even with aggressive massive MIMO configurations, the estimated maximum UCI size typically remains well within the 1706-bit limit, and can be effectively managed by polar codes already used in 5G NR.

Proposal 5: For the existing payload size range supported by NR, keep the same channel coding scheme, i.e., the polar codes as specified in TS 38.212, for control information in 6GR, including:
· DCI with a payload size in the range from 12bits to 140bits; 
· UCI with a payload size in the range from 12bits to 1706bits on both PUCCH and PUSCH.
· PBCH with a fixed payload size.

	CATT
	Observation 2: The BLER performance improves as the maximum mother code length increases. 
Proposal 6: Polar code could be designed/enhanced with longer mother code if the requirement of 6G UCI size increases to more than 1024 bits. The corresponding sequence designs should preserve the nested property to ensure efficient code construction.
Observation 3: The current segmentation rule results in significant performance loss up to about 0.5dB over AWGN channel and does not effectively estimate the crossover point between segmented and non-segmented performance.
[bookmark: OLE_LINK17]Observation 4: Performance degradation is observed for large UCI payload size, even when the size does not exceed 1706.
Proposal 7:  NR segmentation rules should be re-optimized based on simulation results and only applied when a clear performance advantage is demonstrated. 
Proposal 8: Segmentation schemes with more than two segments should be considered, both to better support larger UCI in 6G and to improve performance for size below 1706.

	Samsung
	Observation 10: NR polar codes suffer from performance degradation with increasing information block sizes. 
Observation 11: The performance degradation for large payloads is primarily ascribed to the limited scalability. The limitation arises because NR polar codes are constrained by a maximum mother code size of 1024 and a segmentation limit of at most two code blocks.
Observation 12: Expanding the mother code size would require substantial changes to the standard, whereas increasing the number of allowed CBs is a comparatively minor modification.
Proposal 7: RAN1 should investigate scalable enhancements for polar coding schemes to ensure reliable support for larger UCI/DCI payload sizes.

	Fujitsu
	Proposal 3:
5G Polar codes could be reused for control channel coding in 6G R.
The maximum code length of polar codes could be enhanced if the larger payload size of control information is identified in 6GR.

	LG Electronics
	Observation 6: Increase mother code size shows better performance than segmentation scheme.
Proposal 4: Polar code enhancement of increasing the maximum mother code size beyond 1024 can be considered for supporting larger UCI payloads.

	Lenovo
	Proposal 9: Study the need and performance of larger Polar reliability sequence over Polar NR sequence and segmentation to enable better BLER performance for different SNR ranges and different code block sizes.
Proposal 10: Evaluate hybrid online/offline Polar reliability sequence design methods to accommodate different channel conditions, code rates and code block lengths while targeting acceptable memory and computational requirements.

	Qualcomm Incorporated
	For channel coding for control channel in 6GR, it was observed that the NR polar code has performance issues when UCI size is large (see, e.g., [12]).

[bookmark: _Ref210381126]Observation 8: For control payload size K> ~200 bits, 5G LDPC codes outperform 5G polar codes.
Proposal 10: For channel coding for control channel in 6GR: 
· 6GR should strive to keep the same polar code size as 5G for both uplink and downlink. 
· Performance improvement of large UCI size can be achieved by either segmentation into more polar code blocks or switching to LDPC code. 
· New feature design efforts should focus on bringing meaningful performance/implementation gains.

	AT&T
	Proposal 4	Agreements on channel coding association with control signaling need to be flexible enough to support prospective enhancements to control signaling.

	NTT DOCOMO, INC.
	Proposal 14
· Details of UCI/DCI and its container should be discussed separately in the control discussion on AI 11.9. Proposals/agreements/conclusions on AI 11.4.1 do not determine the definition and details of UCI and its container. The definition and details of UCI/DCI and its container will follow the agreements reached in the control discussion.
· For any agreement/conclusion related to DCI/UCI, keep “if treated as layer 1 information” in the main bullet until concluded in AI 11.9.

Proposal 16
· 5G Polar code should be adopted for UCI with payload size between 12 bits and 1706 bits if UCI is treated as layer 1 information, and RAN1 to study at least following alternatives regarding the reference of “5G Polar code”
· Alt 1: 5G polar transform only 
· Alt 2: 5G polar sequence plus transform
· Alt 3: 5G polar sequence plus transform plus concatenated coding (CA or PC polar code) (i.e., TS 38.212/Section 5.3.1.2)
· Alt 4: 5G code block segmentation, 5G polar sequence plus polar transform plus concatenated coding (i.e., TS 38.212/Section 5.2.1 and TS 38.212/Section 5.3.1.2)

Proposal 18
· The discussion regarding the necessity of larger DCI/UCI payload sizes than those in 5G should be left to the control discussion on AI 11.9. Whether to specify control channel coding enhancements related to larger DCI/UCI payload sizes should be determined based on the outcome of control discussion on AI 11.9.
· For any agreement/conclusion related to larger DCI/UCI payload sizes, keep “For larger DCI/UCI payload sizes than those in 5G NR, which may/may not be supported,” in the main bullet until concluded in AI 11.9.
· Examples of proposed solutions for larger DCI payload
· Remove interleaver completely
· Increase the maximum code block length
· Code block segmentation
· Apply the legacy interleaver over the last (140+24) bits   etc.
· Examples of proposed solutions for larger UCI payload
· Increase the maximum code block length
· Enhance the segmentation scheme etc.
Proposal 19
· For larger DCI/UCI payload sizes than those in 5G NR, which may/may not be supported, RAN1 should study possible solutions.
· The maximum mother code length should be adopted as the same value as in 5G if enhancement of the polar transform part (e.g., increasing the maximum mother code length) would have a significant complexity increase

	Tejas Network Limited
	With FR2 and FR3 as the operating frequency ranges for 6G, the number of antenna elements, antenna ports and the maximum layers supported will be higher in 6G compared to 5G. The maximum limit for Uplink Control Information (UCI) bits will be increased. Hence, the polar codes should be specified for higher information bits.

Proposal 4: Use Polar codes for the 6GR UCI, if payload sizes similar to 5G NR UCI payload size
Proposal 5: Study enhancements of Polar codes for 6GR UCI payload size greater than the 5G NR UCI payload sizes. 

	Google Korea LLC
	Observation 1: The main reason of having a larger UCI size is for the potential larger CSI report size in 6GR MIMO. However, there are no clear requirement or common understanding on a specific size at current stage. Solutions for handling larger UCI size have been proposed by companies with minimum channel coding impact, which should be discussed first.
Proposal 1: For evaluating polar coding with a maximum code block length larger than 1024, the simulation results should compare with 5G NR polar coding under the same implementation complexity. A maximum number of code blocks larger than 2 can be considered, if necessary.

	CEWiT
	Proposal 5: Support distributed CRC aided polar codes as one of the coding scheme for 6G control channels
Proposal 6: The requirement for a larger/smaller payload size for PDCCH/PUCCH should be studied.


Discussion
Based on companies’ input, FL observes that the proposed motivations for UCI channel coding enhancement include larger payload size, performance improvement, and enhanced flexibility and scalability.
For the increased payload size, FL notes the discussions on the maximum UCI payload size are dependent on decisions from other agenda items’ (AI) decision (e.g., MIMO, uplink control). If the channel coding study on this topic is deferred until the maximum UCI payload size is finalized by other AI, there will not be sufficient time to complete the channel coding study in case the maximum UCI payload size is increased beyond 1706 bits. As a result, the early conclusion on channel coding (expected by June 2026) is infeasible. 
It is also worth noting that the current maximum UCI payload size (1706 bits) was not determined by other AIs, but rather within the channel coding agenda at RAN1 #91. 
Therefore, FL suggests the motivation and potential candidate solutions can be studied in channel coding session first, while the final decision can be made at a later stage.
Companies have observed that even within the current 5G UCI payload size range, performance degradation occurs due to excessive repetition.
Considering that the maximum payload size has not yet been finalized, future‑proof UCI channel coding solutions with greater flexibility and scalability can also be studied. 
Furthermore, FL suggests to studying the potential solutions based on companies’ input.
Round 1
FL1 Proposal 4.2.1-1-v1
Proposal 4.2.1-1-v1: For the study of 6G UCI channel coding, the following aspects can be considered:
· Larger UCI payload size
· Performance improvement
· Enhancement of flexibility and scalability
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	OK

	Xiaomi
	N
	For UCI payload size, we are not sure whether it’s larger or not. In some contribution submitted, the UCI size seems to be well under 1706 bits.
What does performance improvement mean? Does it refer to reliability improvement?

	vivo
	
	It is unclear how to consider the coding extensions without any input from the control channel discussions, since there could be quite broad potential requirements. The extension to the UCI payload size should come from the actual needs. It is also unclear what is the specific KPI related to “performance” and “flexibility and scalability”. Overall, before we consider any specific enhancement aspects, the motivation and the actual needs should be first clearly justified.

	AccelerComm
	Y
	5G NR polar codes already have individual-bit granularity of information and encoded block lengths - not clear how they could be any more flexible. Not clear how "scalability" is different to "Larger UCI payload size".

	AT&T
	N
	Agree with Xiaomi, UCI supports up to 1706 bits already. It would be more meaningful to study the performance at different codeblock lengths. Further details on the larger UCI payload size should be discussed in the control signaling design agenda in RAN1#124

	Lenovo
	
	Agree

	LGE
	
	Potential larger UCI size should be considered.

	
	
	

	
	
	

	
	
	



FL1 Proposal 4.2.1-2-v1
Proposal 4.2.1-2-v1: For the study of 6G UCI channel coding, consider the following options:
· Use Polar code for large UCI
· Option 1-1: Increase the maximum code block length of Polar code beyond 1024
· Option 1-2: Enhance the segmentation scheme 
· Option 1-3: Study new code construction scheme 
· Other solutions are not precluded.
· FFS use LDPC code for large UCI

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	We are generally OK but not Option 1-3 new code construction scheme since most of the Polar code constructions had been discussed in 5G NR.

	Xiaomi
	N
	Please check our views to proposal 4.2.1-1-v1

	vivo
	
	As we commented in Proposal 4.1.1-1, any impact to the code construction needs careful and strong justification. Moreover, a larger code block length, which probably is not a common case, requires the UE/gNB to prepare a larger polar decoder for such unusual use cases. Therefore, Option 1-1 and 1-3 should be dropped until consensus is reached in further discussions.

	AccelerComm
	Y
	5G NR UCI polar code supports only one or two code block segments - it would be natural to support higher number of segments in 6G.

	AT&T
	N
	Please check our views to proposal 4.2.1-1-v1

	Lenovo
	
	Agree maybe remove Option 1-3

	LGE
	
	Option 1-1 and 1-2 can be considered for study, and Option 1-1 is preferred to option 1-2 because of better performance.

	
	
	

	
	
	

	
	
	

	
	
	



4.3 DCI
4.3.1 Motivation and views
Summary of inputs
In NR, the largest supported DCI payload size is 140 bits. This limitation is because the interleaver size is 164 (i.e., 140 bits DCI payload+24 bits CRC). 

13 companies (ZTE, vivo, CMCC, CATT, OPPO, Samsung, AT&T, NTT DOCOMO, Google, Nokia, Huawei, Qualcomm, Xiaomi) discuss the maximum DCI payload size, 
· The maximum DCI payload size could be more than 140 bits: ZTE, vivo, CMCC, CATT, OPPO, Samsung, AT&T, NTT DOCOMO, Google
· Unclear of maximum DCI payload size increase: Nokia 
· The maximum DCI payload size may not be larger than 140 bits: Huawei, Qualcomm
· Relevant discussion not in channel coding AI: Xiaomi

In case of increased DCI payload size, 11 companies (ZTE, CMCC, Apple, NTT DOCOMO, vivo, OPPO, Huawei, MediaTek, Samsung, AT&T, Google) discussed the potential solutions 
· Code block segmentation: ZTE, CMCC, Apple, NTT DOCOMO
· Two stage PDCCH decoding: Apple
· Remove interleaver completely: vivo, NTT DOCOMO,
· Revisit/redefine interleaver pattern design: ZTE, OPPO, Huawei, NTT DOCOMO
· Apply the D-CRC interlever over the last (140+24) bits:OPPO
· The original D-CRC interlever in 5G is designed for 200bit DCI payload: Huawei
· Scalable DCRC interleaver generation to support large Kmax: ZTE, Huawei, OPPO
· Increase the maximum code block length: NTT DOCOMO
· Study a new data integrity check mechanism: MediaTek
· Study approaches to enhance flexibility and scalability (e.g., PAC code): Samsung

2 companies (vivo, MediaTek) discuss the early termination functionality
· The D-CRC has negligible benefits and the extra overheads in the coding chain: vivo, Apple
· The 5G distributed CRC design for DCI delivers limited early termination benefit at the UE, resulting in increased power consumption and latency: MediaTek, Apple

For the early termination functionality, 7 companies (Huawei, vivo, NTT DOCOMO, CATT, Ericsson, Apple, Samsung) the potential solutions
· Reuse 5G NR DCRC-polar scheme: Huawei
· Remove interleaver completely: vivo, NTT DOCOMO,
· Enhancement of PDCCH early decoding termination scheme with specification change: CATT, Ericsson, Apple
· Segmented CRC: Apple
· Simplifying distributed CRC or applying CRC differently: Ericsson
· Enhancement of PDCCH early decoding termination scheme without specification change: Huawei
· Frozen bits can be used for early termination: Huawei
· Study approaches to enhance flexibility and scalability (e.g., PAC code): Samsung

Meanwhile, 3 companies (Nokia, Spreadtrum, CEWiT) think 5G Polar coding for PDCCH should be reused for 6GR.

Meanwhile, 3 companies (Samsung, Apple, Fraunhofer) to improve the error detection performance.
· apply PAC code: Samsung, Apple
· apply “low-priority” bits based on the reliability of the bit-indices: Fraunhofer

3 companies (Huawei, MediaTek, Apple) discuss the RNTI FAR issue, 
· RNTI-FAR is avoidable by gNB during RNTI assignment or 5G UE-specific scrambling: Huawei
· Enhanced scrambling: MediaTek, Apple

1 company (Huawei) discusses the AL FAR issue, and it is observed that it can be resolved by 
· 5G NR PDCCH includes built-in solution
· receiver side without standard modifications
· transmitter side with non-coding modification.

Others: higher modulation and shaping modulation for Polar code: MediaTek
	Source
	Observation/Proposal

	Nokia
	Observation 3: The nested property of the existing reliability sequence design is beneficial to avoid specifying and storing frozen positions for each pair of message size A and codeword size N. Even without size-specific design (thanks to its nested property), the existing reliability sequence provides the same performance as the designs targeting specific channel conditions for the inner polar code.
Proposal 13: 5G CRC-aided polar codes should be used for 6G for UCI at least for mother code lengths up to  bits. 5G CRC-aided polar codes with the existing interleaver should be used for 6G for DCI at least for payload sizes up to  bits.

Observation 4: Motivation/requirement for polar codes with block length greater than 1024 bits is unclear given that the increase of UCI/DCI bits is still unknown.
Proposal 14: RAN1 to study the necessity of any applicable extension on top of 5G polar codes considering acceptable performance/complexity trade-off.

	Spreadtrum, UNISOC
	However, the channel coding schemes that have been verified in 5G should be retained as the baseline for the channel coding in 6GR.
Proposal 1: 5G NR channel coding schemes should be adopted for 6GR:
· LDPC coding for data channel
· Polar coding for PDCCH with payload size between 12 bits and 140 bits
· Polar coding for UCI with payload size between 12bits and 1706 bits
Reed-Muller/Simplex/ Repetition coding schemes for control channel (payload < 12 bits).

	ZTE Corporation, Sanechips
	[bookmark: _Toc27087][bookmark: _Toc209187722]Observation 26: In 6GR, DCI size may further increase.
[bookmark: _Toc11376][bookmark: _Toc209187832]Proposal 15: To support large DCI, the followings alternatives can be considered for Polar coding 
· [bookmark: _Toc2018][bookmark: _Toc209187833]Alt1: design a larger interleaving length for distributed CRC
· [bookmark: _Toc209187834][bookmark: _Toc18766]Alt2: Support segmentation for DCI

	vivo
	[bookmark: _Ref210116470]Observation 12: From UE energy saving perspective, the early termination design in NR DCI basically has no improvements due to generally negligible overall TSCCR (mostly less than 1%). Moreover, even if the overall TSCCR is assumed to be as high as 40% all the time, the most optimistic estimate of the overall gain to UE energy saving is capped by 10%.

[bookmark: _Ref210116526]Proposal 10: Deprioritize the study of early termination enhancement in Polar coding before evident benefits are justified from the perspective of actual UE energy saving.
[bookmark: _Ref210116527]Proposal 11: The evaluation of any DCI early termination design should be referred to the power model established in energy efficiency studies, e.g., TR 38.840, to understand its real gains in UE energy saving.
[bookmark: _Ref210116529]Proposal 12: It is questionable to inherit the D-CRC (or early termination) design in the NR polar coding of DCI, given the negligible benefits and the extra overheads (e.g., implementing the D-CRC interleaver) in the coding chain.
[bookmark: _Ref210116531]Proposal 13: The DCI payload size upper bound should be triggered by discussions on control channel design.
[bookmark: _Ref210116471]Observation 13: It is feasible to directly extend DCI payload upper bound to, e.g., 200 bits, by removing the D-CRC.
[bookmark: _Ref210116532]Proposal 14: If the DCI payload size beyond 140 bits is confirmed by the downlink control channel design, consider reusing the NR polar coding for the UCI in the corresponding payload size region.

	Xiaomi
	Proposal 1: For 6GR, NR LDPC and polar are taken as data and control channel FEC respectively for the same target scenarios and requirement region as NR. 
· Thorough and vigorous evaluation is needed to justify peak data rate oriented incremental enhancement with specification change for LDPC 
· The increase of UCI/DCI payload size(s), if any, shall be triggered by relevant discussion instead of channel coding discussion

	CMCC
	Proposal 2: Prefer Polar enhancement that preserves - rather than expands - the overlapping bit-length range between Polar codes and LDPC codes, such as leveraging 5G Polar code implementations through message segmentation.
Proposal 3: If segmented Polar coding is adopted, enhancement such as outer/inner code across sub-blocks could be considered to provide additional error protection across the sub-blocks.
Proposal 4: Prefer Polar enhancement that reduces decoding complexity while maintaining error-correction performance.

	Huawei, HiSilicon
	[bookmark: _Hlk209085975]Observation 19: Even with an aggressive carrier aggregation and massive MIMO configurations, the maximum DCI size is moderate, and can be effectively handled by existing polar code schemes introduced in 5G NR.
Observation 21: For larger DCI payloads, increasing the maximum code length to 1024 bits, by reusing the existing 1024 sequence for UCI, provides 0.57 dB coding gain.

Proposal 5: For the existing payload size range supported by NR, keep the same channel coding scheme, i.e., the polar codes as specified in TS 38.212, for control information in 6GR, including:
· DCI with a payload size in the range from 12bits to 140bits; 
· UCI with a payload size in the range from 12bits to 1706bits on both PUCCH and PUSCH.
· PBCH with a fixed payload size.
Observation 24: For PDCCH, high reliability, reliability - measured by BLER and FAR - is the top priority and, as a pre-requisite requirement for ET improvement, early termination schemes must not compromise performance in either of these metrics. 
Observation 25: The 5G NR DCRC-polar scheme meets the pre-requisite requirement of no compromise of BLER and FAR performance, and can reduce average decoding complexity by 20%~40%, as verified by extensive simulations.
Observation 26: NR DCRC was chosen in 5G after extensive simulations covering hundreds of different cases that are all evaluated down to an FAR of 10⁻⁷ due to fact that it does not sacrifice the reliability performance (measured by BLER and FAR) and meanwhile can early terminate the decoding as much as possible. 
Observation 27: RNTI-FAR is avoidable by gNB during RNTI assignment.
Observation 28: Assuming bad pair of RNTIs allocation could happen, the conditional RNTI-FAR can be reduced under a low level by the decoder side via split-reduced SCL decoding.
Observation 29:AL-FAR is not a critical issue, and 5G NR already has a solution to resolve it; Assuming the issue would need to be further optimized, it can be resolved in control channel design, e.g., PDCCH channel and DCI payload.

	CATT
	Proposal 9: The enhancement of PDCCH early decoding termination scheme should be considered.

	OPPO
	Proposal 5: Study solutions to increase polar code payload size in 6G. 
Proposal 6: Study the following schemes of interleaving to enable the maximum Polar code payload size to be larger than the one (140+24) in 5G.
· Scheme 1: Follow the legacy design principle to re-define the interleave table (i.e.,  defined in TS38.212) to support a maximum Polar code payload size that is larger than (140+24).
· Scheme 2: Only apply the legacy interleaving over the last (140+24) bits.

	Samsung
	Observation 14: The interleaver-based CRC distribution feature imposes a hard constraint on the maximum DCI size, limiting it to 140 bits. This will become a bottleneck when multiple advanced features are configured.
Observation 15: The number of distributed CRC bits is dependent on the payload size, which results in inconsistent early termination gains.
Observation 16: The UE polar decoder processes at least 40-50% of bits before it encounters the first distributed CRC bit.
Proposal 8: RAN1 should study a flexible polar and PAC coding scheme to support various FAR requirements and provide early-termination benefits without relying on the D-CRC feature.
Observation 17: PAC codes do not need to rely on sequential decoding approaches including the Fano algorithm, which suffer from non-uniform throughput due to varying computational complexity.
Observation 18: The decoding of PAC codes can leverage the conventional SCL algorithm by using a set of parity-check equations derived from the connection polynomial.
[bookmark: _Hlk210308681]Observation 19: Under SCL decoding with the same list size, PAC codes based on the NR rate profile can provide stable error-correction performance across a wide range of payload sizes and code rates, matching or exceeding that of NR polar codes.
Observation 20: PAC codes demonstrate strong error-detection capabilities on par with NR polar codes, as validated by the FAR performance.

	Lenovo
	Observation 9: Decoding implementations and hardware have evolved since 5G and continue to evolve for both Polar and LDPC codes.

	MediaTek Inc.
	[bookmark: _Ref205934731][bookmark: OLE_LINK167]Observation 7: Due to the limitation of maximum 140bit payload sizes and the support of only QPSK QAM, the 5G Polar code design for DCI is limited on scheduling flexibility and resource efficiency to support 6G applications.
[bookmark: _Ref205934737][bookmark: OLE_LINK105]Observation 8: The 5G distributed CRC design for DCI delivers limited early termination benefit at the UE, resulting in increased power consumption and latency.

[bookmark: _Ref205934743]Observation 9: The 5G RNTI scrambling mechanism for DCI is not optimized for RNTI-based false alarm rate among UEs with different RNTIs and endanger DCI reliability especially in denser and more demanding 6G scenarios.
Proposal: Study a new data integrity check mechanism with the aim to improve payload size scalability and early termination rate over 5G distributed CRC design
Proposal: Study new mechanism of RNTI scrambling to reduce RNTI-FA rate

Proposal: Study high order QAM polar code for UCI performance enhancement and DCI SE enhancement. 

	Ericsson
	Observation 11	The NR coding schemes are quite flexible and can be reused or adapted for potential control channel extension needs, e.g. removing distributed CRC interleaver for PDCCH enables extending DCI payload size to larger than 140 bits (if needed).
Proposal 5	For the evaluation of polar codes for control information, the scope of extension for NR polar (if any) can be considered while keeping the fundamental features intact: reuse 5G polar sequence plus transform plus CA-polar and Nmax ≤ 1024. 
Proposal 6	Regarding polar code for downlink control channels, RAN1 can study techniques that improves early termination, e.g., simplifying distributed CRC or applying CRC differently.

	Apple
	Proposal 1: It is proposed to enable two-stage decoding by relocating all or part of the RNTI to the leading segment, in order to reduce blind decoding complexity and power consumption for longer DCI payloads.
Proposal 2: It is proposed to employ inter-segment coding, such as partial polarization, to improve two-stage decoding performance by recovering coding gain while ensuring the RNTI sequence can fit in the first segment.
Proposal 3: It is proposed to combine partially polarized inter-segment coding with legacy polar segments to form PPP codes, thereby ensuring backward compatibility with legacy solutions.
Proposal 4: It is proposed to simplify the CRC precoding for PDCCH by removing the bit-interleaver and introducing a segmented CRC precoding scheme, enhancing CRC-assisted early termination while maintaining compliance with FAR requirements.
Proposal 5: It is proposed to investigate the use of dynamic frozen bits in the design of polar codes, including convolutional precoding schemes, to further enhance the error correction capability of control channel codes.
Proposal 6: It is proposed to improve the FAR performance for neighboring UEs in PDCCH by employing a UE-specific codeword scrambler. The scrambler would enhance the randomness of unintended PDCCH codewords, thereby reducing the likelihood of false alarms.

	Qualcomm Incorporated
	[bookmark: _Ref210387445][bookmark: _Ref210381204]Proposal 10: For channel coding for control channel in 6GR: 
· 6GR should strive to keep the same polar code size as 5G for both uplink and downlink. 
· Performance improvement of large UCI size can be achieved by either segmentation into more polar code blocks or switching to LDPC code. 
· New feature design efforts should focus on bringing meaningful performance/implementation gains.

	AT&T
	Proposal 4	Agreements on channel coding association with control signaling need to be flexible enough to support prospective enhancements to control signaling.

	NTT DOCOMO, INC.
	Proposal 14
· Details of UCI/DCI and its container should be discussed separately in the control discussion on AI 11.9. Proposals/agreements/conclusions on AI 11.4.1 do not determine the definition and details of UCI and its container. The definition and details of UCI/DCI and its container will follow the agreements reached in the control discussion.
· For any agreement/conclusion related to DCI/UCI, keep “if treated as layer 1 information” in the main bullet until concluded in AI 11.9.

Proposal 15
· 5G Polar code should be adopted for DCI with payload size between 12 bits and 140 bits if DCI is treated as layer 1 information, and RAN1 to study at least following alternatives regarding the reference of “5G Polar code”
· Alt 1: 5G polar transform only 
· Alt 2: 5G polar sequence plus transform
· Alt 3: 5G polar sequence plus transform plus concatenated coding (CA polar code) (i.e., TS 38.212/Section 5.3.1.2)
· Alt 4: 5G interleaving (CRC distribution), 5G polar sequence plus polar transform plus concatenated coding (i.e., TS 38.212/Section 5.3.1.1 and TS 38.212/Section 5.3.1.2)

Proposal 18
· The discussion regarding the necessity of larger DCI/UCI payload sizes than those in 5G should be left to the control discussion on AI 11.9. Whether to specify control channel coding enhancements related to larger DCI/UCI payload sizes should be determined based on the outcome of control discussion on AI 11.9.
· For any agreement/conclusion related to larger DCI/UCI payload sizes, keep “For larger DCI/UCI payload sizes than those in 5G NR, which may/may not be supported,” in the main bullet until concluded in AI 11.9.
· Examples of proposed solutions for larger DCI payload
· Remove interleaver completely
· Increase the maximum code block length
· Code block segmentation
· Apply the legacy interleaver over the last (140+24) bits etc.
· Examples of proposed solutions for larger UCI payload
· Increase the maximum code block length
· Enhance the segmentation scheme   etc.
Proposal 19
· For larger DCI/UCI payload sizes than those in 5G NR, which may/may not be supported, RAN1 should study possible solutions.
· The maximum mother code length should be adopted as the same value as in 5G if enhancement of the polar transform part (e.g., increasing the maximum mother code length) would have a significant complexity increase

	Google Korea LLC
	Observation 2: The main reason of having a larger DCI size is based on multi-carrier enhancement, where a single DCI can schedule transmissions on multiple carriers. The only benefit for this feature is to reduce control channel blocking probability, which might not be a critical issue in the day-one 6GR. 
Proposal 2: For studying and evaluating polar code decoding performance with a larger DCI size, UE blind detection capability of 4 CA can be considered as the baseline.

	Fraunhofer IIS, Fraunhofer HHI
	Observation 1: The message bits from a DCI format comprises zero-padding bits, reserved bits and in some cases, bit indices of fixed value, which are typically known to the UE. 
Proposal 1: To improve the reliability of the PDCCH, RAN1 shall study the strategic assignment of “low-priority” bits of a DCI format such as the zero-padded bits, bits with fixed value(s), etc. to bit-indices in the -bit vector for polar encoding based on the reliability of the bit-indices. 

	CEWiT
	Proposal 5: Support distributed CRC aided polar codes as one of the coding scheme for 6G control channels
Proposal 6: The requirement for a larger/smaller payload size for PDCCH/PUCCH should be studied.



Discussion
Round 1
Based on companies’ input, FL observes that the proposed motivations for DCI channel coding enhancement include larger payload size, early termination for PDCCH decoding, RNTI FAR improvement, performance improvement, enhancement of flexibility and scalability, and higher modulation order.
For the increased payload size, FL notes that the discussions on the maximum DCI payload size are dependent on decisions from other agenda items’ (AI) decision (e.g., downlink control). If the channel coding study on this topic is deferred until the maximum DCI payload size is finalized by other AIs, there will not be sufficient time for channel coding study if the maximum DCI payload size is turned out to be increased from 140 bits. Subsequently, the early conclusion on channel coding (expected by June 2026) is infeasible. 
It should also be noted that that the current maximum DCI payload size of 140 bits was not determined by other AIs, but rather within the channel coding agenda during the RAN1 #91 meeting. 
Therefore, FL suggests the motivation and candidate solutions can be studied first in channel coding session, while the decision can be made at the later phase.
Accordingly, FL suggests to studying the above-mentioned motivations and the corresponding solutions proposed by companies. In addition, FL observes that all the proposed solutions are based on Polar code. Hence, it is suggested that Polar code continues to be applied for 6G DCI channel coding.

FL1 Proposal 4.3.1-1-v1
Proposal 4.3.1-1-v1: For the study of 6G DCI channel coding, consider following aspects:
· Larger DCI payload size
· Early termination for PDCCH decoding
· Enhancement of flexibility and scalability
· Improvement of RNTI FAR
· Performance improvement
· Higher modulation order
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	Ok with the proposal

	Xiaomi
	N
	These are solution level details, prefer discussion after stabilized motivation discussion.

	vivo
	
	Please remove us from the supporter of larger DCI than 140 bits. In our contribution, we give the simulation results under the assumption that the DCI exceeds 140 bits, emphasizing that there is so far no motivation is clearly justified. Before we reach the agreement, the necessity of those potential aspects should be justified, including the actual needs and the real gains. For example, the DCI payload size should come from the real needs of the control channel design. The necessity should also be justified by the real gains. At least from our evaluation, there is no reason to enhance the early termination, which may only have less than 10% gain with the most optimistic setup if the UE can always save 40% in the PDCCH decoding. Therefore, we suggest to make the following modifications:
Proposal 4.3.1-1-v1: For the study of 6G DCI channel coding, study the necessity of the extensions, including following aspects:
· Larger DCI payload size
· Early termination for PDCCH decoding
· Enhancement of flexibility and scalability
· Improvement of RNTI FAR
· Performance improvement
· Higher modulation order

	AccelerComm
	Y
	5G NR polar codes already have individual-bit granularity of information and encoded block lengths - not clear how they could be any more flexible. Not clear what the difference is between "scalability" and "larger DCI payload size".

	AT&T
	N
	Agree with Xiaomi, this discussion is contingent on the control signal design agenda in RAN1#124

	Lenovo
	N
	Agree with vivo on the necessity of enhancements.

	LGE
	
	Potential larger DCI size should be considered.

	
	
	

	
	
	



FL1 Proposal 4.3.1-2-v1
Proposal 4.3.1-2-v1: Apply Polar code for 6G DCI channel coding.
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	Ok

	Xiaomi
	
	OK in principle but can we say
Apply 5GNR Polar code for 6G DCI channel coding as basis.

	AccelerComm
	Y
	This is already how 5G NR encodes DCI. It is not clear what change is being proposed here.

	AT&T
	
	Agree in principle to set polar coding as baseline for 6GR DCI/UCI, as well as LDPC coding as baseline for 6GR data. This set of proposals need to be agreed to as a block rather than for each case separately

	Lenovo
	Y
	5G NR Polar code

	
	
	

	
	
	

	
	
	

	
	
	



FL1 Proposal 4.3.1-3-v1
Proposal 4.3.1-3-v1: For the study of 6G DCI channel coding with larger payload size, consider the following options:
Option 1: Apply code block segmentation
Option 2: Remove the distributed CRC interleaver
Option 3: Redefine the distributed CRC interleaver pattern
Option 4: Use a new code construction scheme
Option 5: Increase the maximum code block length
Other solutions are not precluded.

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	OK with the proposal

	Xiaomi
	N
	The motivation for this proposal does not belong to this agenda. Even if option listing is for progress, the following addition is needed.
For the study of 6G DCI channel coding with larger payload size, if needed, consider the following options:


	vivo
	
	Before we make consensus on the necessity of the DCI channel coding extension, no agreements can be made regarding the potential options. 

	AccelerComm
	Y
	It is not clear what motivates removing distributed CRC - this has only marginal overhead in the implementation of 5G NR polar decoder.

	LGE
	
	Option 3 is preferred.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



FL1 Proposal 4.3.1-4-v1
Proposal 4.3.1-4-v1: For the study of whether to support PDCCH decoding early termination in 6G, consider the following options:
· Option 1: Reuse the 5G distributed CRC interleaver
· Option 2: Remove the distributed CRC interleaver
· Option 3: Enhance the PDCCH early decoding termination scheme, e.g.,
· Option 3-1: Apply segmented CRC
· Option 3-2: Use a simplified distributed CRC interleaver
· Option 3-3: Apply PAC code
· Option 3-4: Use frozen bit(s)
· Other solutions are not precluded.

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	OK

	Xiaomi
	
	OK for discussion

	vivo
	
	Before we reach consensus on the necessity of early termination enhancement, no agreement can be made on the potential options. At least from our evaluation, there is no reason to enhance the early termination, which may only have less than 10% gain with the most optimistic setup if the UE can always save 40% in the PDCCH decoding.

	AccelerComm
	Y
	Effectiveness of early termination should be considered for the case of SCL decoding, where early termination only happens if the CRC has failed for all L list entries.

	LGE
	
	Option 1 is preferred.

	
	
	

	
	
	



FL1 Proposal 4.3.1-5-v1
Proposal 4.3.1-5-v1: For the study of RNTI FAR issue in 6G PDCCH decoding, consider the following options:
· Option 1: Enhanced scrambling method
· Option 2: Implementation based solution, e.g., proper RNTI assignment

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	N
	These issues were discussed in 5G NR channel coding.

	Xiaomi
	
	The motivation for this proposal is not clear. Even if option listing is for progress, the following addition is needed.
For the study of RNTI FAR issue in 6G PDCCH decoding, if needed, consider the following options:

	vivo
	
	From some companies’ contributions, RNTI FAR issue is not a critical issue and can be avoided by scheduling or algorithm enhancements. Before we reach agreements on identifying the necessity of RNTI FAR issue, no agreement can be made on the potential options.

	AccelerComm
	Y
	But only if the RNTI false alarm rate requirements changed since 5G NR 

	
	
	

	
	
	

	
	
	

	
	
	



4.4 Small code block
4.4.1 Motivation and views
Summary of inputs
In NR, for UCI payload size <= 11 bits, short linear codes (i.e., not Polar codes) are used. Specifically, repetition for 1-bit UCI, (3,2) simplex code for 2-bit UCI, and RM coding for 3–11 bit UCI payload. 
Regarding the channel coding performance for small code block, 4 companies (ZTE, vivo, Qualcomm, EURECOM) mention that Reed-Muller code has performance issue, due to of rank deficiency and decoding ambiguity for some cases, especially at higher code rate. The potential solutions to enhance performance for small code block are summarized as below
· 7 companies (ZTE, vivo, Huawei, CMCC, Rakuten Mobile, Qualcomm, EURECOM) discuss the potential solutions to improve the performance for short block code
· On the other hand, Nokia and Spreadtrum mention that small block length block code reuses 5G coding schemes. 
	Nokia
	Proposal 15: For 6G, block codes for small block lengths should be kept the same as in 5G.

	Spreadtrum, UNISOC
	Proposal 1: 5G NR channel coding schemes should be adopted for 6GR:
· LDPC coding for data channel
· Polar coding for PDCCH with payload size between 12 bits and 140 bits
· Polar coding for UCI with payload size between 12bits and 1706 bits
· Reed-Muller/Simplex/ Repetition coding schemes for control channel (payload < 12 bits).

	ZTE Corporation, Sanechips
	Observation 27: In 5G NR, UCI associated with different priority index may be transmitted in PUCCH or PUSCH at higher code rate.
Observation 28: UCI at higher code rate can improve resource efficiency for data transmission (e.g., HRLLC packet) in PUSCH, when it is multiplexed in PUSCH.
Observation 29: 5G RM code at higher code rate has inferior performance and even suffers from error floor due to the limited minimum hamming distance.
Proposal 18: RM code can be enhanced for 6GR.
Observation 30: Enhancement of short code by optimizing basis RM sequence selection and rate matching pattern can improve BLER performance significantly, i.e. 0.7dB and 1.4dB BLER performance gain under the case of K=3 and 4 at medium code rate respectively; no error floor or 0.7~1.2dB BLER performance gain under the case of K=6~8 and 11 at higher code rate.
Proposal 19: For the performance metrics of small UCI block, BLER and FAR performance should be considered.

	vivo
	[bookmark: _Ref210116473]In NR, RM codes are used to encode the UCI with payload size between 3 and 11 bits. There should be some room for performance enhancements, given that DMRS is needed for channel estimation and demodulation, not all the REs in the PUCCH can be used to carry the UCI. On the other hand, sequence detection is solely dependent on correlation, and thus the resource wasted by DMRS can be avoided.
Observation 14: The UCI transmitted by AI-generated sequences can outperform legacy RM based schemes. For the target BLER@10E-2, in the case with CDL-C fading channels, the gain achieved with 2RB is 1.1 dB, while that with 4RB is 1.9 dB if realistic channel estimation is used in RM decoding.

[bookmark: _Ref210116533][bookmark: _Ref210146291]Proposal 15: Further study the feasibility and potential of applying AI-generated sequences to transmit the UCI with the payload size spanning from 3 to [11] bits, where the upper side boundary can be discussed separately.

	CMCC
	Proposal 7: If RM code for UCI ranging from 3 to 11 bits is replaced by an optimized coding scheme in 6G, the upper limit of 11 bits could be reconsidered.

	Huawei, HiSilicon
	For UCI payloads with 3 to 6 bits, the original RM(5,1) code is used. This can be efficiently decoded using a Fast Hadamard Transform (FHT), which is a maximum likelihood (ML) decoding method that achieves close-to-optimal performance. However, for messages with 7 to 11 bits, the code employs a complementary mask sequence. Because of this, a more complex decoding method is required, which typically involves brute-force searching through the possible mask sequences to find the correct one.
If an enhancement to the current design is demanded, the limitation of a fixed 32-bit mother code length needs to be addressed. This fixed length leads to a performance loss for the following reasons:
1) For low code rates. UCI requires high reliability, which is typically achieved through low code rates. A 0.1 to 0.7 dB gap between the current performance and the best achievable performance are observed. 
2) For high code rates. For high code rate scenarios, a substantial number of bits must be punctured from the 32-bit mother code length, and this make resultant performance sub-optimal.
A potential solution to this limitation is to explore using the existing NR Polar codes for UCI payloads ranging from 3 to 11 bits. This approach could create a more unified encoding scheme for UCI, offering improved performance and greater flexibility, as polar codes can provide better performance across a wider range of coding rates. Additionally, reusing the existing polar decoder would reduce chip area and overall hardware costs.

	Rakuten Mobile, Inc
	Proposal 10: To address the diverse performance and implementation demands of 6G control channels, study extensions of the existing NR channel coding schemes in the following directions:
· Optimized Polar Code Designs: Refining construction and decoding algorithms to improve BLER and FAR at small block sizes and low code rates.
· Alternative Short Block Codes: Exploring new algebraic or spatially coupled codes that may offer superior performance or lower complexity.
· Adaptive Coding Schemes: Enabling dynamic adjustment of code rate and block length based on channel conditions and latency constraints.
· Joint Optimization with Modulation and Beamforming: Investigating integrated approaches to enhance robustness and efficiency in control channel delivery.

	Qualcomm Incorporated
	[bookmark: _Ref210381127]Observation 9: 5G NR Reed-Muller based linear block code has the problem of rank deficiency and decoding ambiguity for some (N,K) cases.

[bookmark: _Ref210381634]Proposal 12: 6GR shall study new code design (including rate matching) for the small payload sizes for uplink control channel. FFS the maximal payload size K and coded bits N values supported by this new code. 

	EURECOM
	Observation 1: Coverage enhancement is one of the key KPIs in 6G. Previous studies of coverage enhancements showed that significant performance improvements in the transmission of small UCI payloads are possible.
[bookmark: _Toc210376610]Observation 2: The performance of 3GPP Short Block-Length codes is far from optimal and there is significant room for improvement.

[bookmark: _Toc210376611]Proposal 1: Study novel encoding/modulation schemes for transmission of short packages.
[bookmark: _Toc210376616]Observation 4: The proposed transmission scheme has low complexity because detection in time and frequency domain can be efficiently separated.
Observation 1: [bookmark: _Toc210376617]DMRS-less transmission schemes provide significant room for PAPR reduction.
[bookmark: _Toc210376618]Observation 5: Simulations of novel coding strategies in UCI transmission show significant performance improvements over NR Short Block-Length Codes.



Discussion
Round 1
Based on companies’ input, FL observes that the proposed motivation for small UCI enhancement is to improve the detection performance. Meanwhile, some companies also propose to reuse 5G RM code. Therefore, FL suggests to considering the following proposal.
FL1 Proposal 4.4.1-1-v1
Proposal 4.4.1-1-v1: For the study of 6G small UCI channel coding performance, consider following aspects:
· Reuse of the 5G RM code
· Enhanced coding scheme (including rate matching)
· Use of sequence
· FFS: the range of small UCI, e.g., 3~11 bits
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	These options were discussed and used in 5G NR.  

	Xiaomi
	
	Ok for discussion

	AccelerComm
	Y
	OK

	AT&T
	Y
	Open to discuss

	Lenovo
	Y
	Open to discuss these options

	LGE
	
	Reuse of the 5G RM code is slightly preferred.

	
	
	



4.5 PBCH
4.5.1 Motivation and views
Summary of inputs
In 5G, the payload size of PBCH is fixed as 32 bits, and the encoded bit length is 832bits.
Regarding the channel coding for 6G PBCH, 3 companies (ZTE, Huawei, NTT DOCOMO) suggest adopting Polar code for PBCH.
	Source
	Observation/Proposal

	ZTE Corporation, Sanechips
	[bookmark: _Toc19953][bookmark: _Toc209187835]Proposal 16: Use Polar code for 6GR PBCH encoding with necessary enhancement on coding chain if needed.

	Huawei, HiSilicon
	Proposal 5: For the existing payload size range supported by NR, keep the same channel coding scheme, i.e., the polar codes as specified in TS 38.212, for control information in 6GR, including:
· DCI with a payload size in the range from 12bits to 140bits; 
· UCI with a payload size in the range from 12bits to 1706bits on both PUCCH and PUSCH.
· PBCH with a fixed payload size.

	NTT DOCOMO, INC.
	[bookmark: _Hlk210333725]Proposal 17
· 5G Polar code should be adopted for PBCH, and RAN1 to study at least following alternatives regarding the reference of “5G Polar code”
· Alt 1: 5G polar transform only 
· Alt 2: 5G polar sequence plus transform
· Alt 3: 5G polar sequence plus transform plus concatenated coding (CA polar code) (i.e., TS 38.212/Section 5.3.1.2)
·  Alt 4: 5G interleaving (CRC distribution), 5G polar sequence plus polar transform plus concatenated coding (i.e., TS 38.212/Section 5.3.1.1 and TS 38.212/Section 5.3.1.2)



Discussion
Round 1
Based on companies’ input, FL suggests to considering the following proposal.
FL1 Proposal 4.5.1-1-v1
Proposal 4.5.1-1-v1: Apply Polar code for 6G PBCH channel coding.
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	N
	We need to agree on the PBCH first

	Xiaomi
	
	OK in principle but can we say
Apply 5GNR Polar code for 6G DCI channel coding.

	AccelerComm
	Y
	5G NR already uses polar code for PBCH. What change is being proposed here?

	AT&T
	N
	Agree with CATT, need to agree on PBCH first

	Lenovo
	Y
	5G NR polar code

	LGE
	Y
	In principle, 5G polar code should be baseline for 6G PBCH coding.

	
	
	

	
	
	

	
	
	



4.6 Control coding chain
4.6.1 Motivation and views
Summary of inputs
In RAN1#122bis meeting, companies’ views for control channel coding chain enhancement can be summarized as below:
· Use cross-codeblock interleaver design to better leverage the unbalanced capacity of different bit subchannels in QAM modulated symbol for the mulplexing between UCI and UL-SCH: vivo
· Study conventional channel coding designs that facilitate exploitation of side information available at the transmitter/receiver about the source information: QC
	Source
	Observation/Proposal

	vivo
	[bookmark: _Ref206149865]Observation 15: In the scenario of UCI multiplexed with UL-SCH, the cross-codeblock interleaver design, e.g., MGCM, can greatly simplify the RE allocation pattern, and meanwhile achieve greater throughput (larger than 10% in some simulated scenarios) for UL-SCH or deliver more UCI payload compared to NR baseline.
[bookmark: _Ref210116534][bookmark: _Ref206149905]Proposal 16: For the use case of multiplexing UCI and UL-SCH, consider the cross-codeblock interleaver design, e.g., MGCM, to better leverage the unbalanced capacity of different bit subchannels in QAM modulated symbols.

	Qualcomm Incorporated
	[bookmark: _Ref210381205]Proposal 13: 6GR should study conventional (i.e., non-AI/ML) channel coding designs that facilitate exploitation of side information available at the transmitter/receiver about the source information. 


Discussion
Round 1
Based on companies’ input, FL suggests to considering the following proposal.
FL1 Proposal 4.6.1-1-v1
Proposal 4.6.1-1-v1: Study whether to enhance the control channel coding chain for Polar code.
Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	N
	We don’t see the issue

	Xiaomi
	
	The proposals under this section seems to belong to joint channel coding and modulation, prefer discussing this topic there.

	Vivo
	Y
	

	AccelerComm
	N
	5G NR polar decoder can already exploit knowledge of the source information. . Inter-code block decoding would require large amount of RAM to keep all inter-coded code blocks in state at the same time, or would require high complexity to reprocess codeblocks.

	AT&T
	
	Proposal motivation is not clear. All prior proposals already consider enhancements to control channel coding via Polar codes

	Lenovo
	
	Motivation is unclear for this proposal

	
	
	

	
	
	



4.7 Evaluation methodology
4.7.1 Evaluation metrics
Summary of inputs
Regarding of evaluation metrics for control channel coding, 11 companies (Nokia, ZTE, vivo, Xiaomi, Huawei, Samsung, Rakuten Mobile, MediaTek, Apple, Qualcomm, NTT DOCOMO) discussed the key performance metrics.
For the evaluation metrics of 6G channel coding, companies’ views are summarized as follows:
· BLER performance: ZTE, Samsung, Rakuten Mobile, NTT DOCOMO
· FAR: ZTE, Nokia
· Complexity: Samsung, Rakuten Mobile, NTT DOCOMO
· Decoding latency: Samsung, Rakuten Mobile, NTT DOCOMO
· Early termination rate: MediaTek, Samsung
· DCI RNTI false alarm: MediaTek
	Source
	Observation/Proposal

	Nokia
	Proposal 12: For 6G polar codes evaluation, a baseline receiver should use successive cancellation list (SCL) decoding with a list size of  or  The key performance metrics for this evaluation are the overall and undetected error probabilitie

	ZTE Corporation, Sanechips
	Performance metrics: BLER, FAR

	vivo
	the total saved computational complexity ratio (TSCCR) in case of successful early termination, the probability of successful early termination, and the overall TSCCR, where TSCCR is roughly estimated by the following equation,



	Xiaomi
	General guidelines
BLER simulations down to 10-1, 10-3 is recommended (to observe the error floor) for IC/MC
BLER simulations down to 10-4 is recommended (to observe the error floor) for hRLLC

	Huawei, HiSilicon
	For PDCCH, high reliability, reliability - measured by BLER and FAR - is the top priority and, as a pre-requisite requirement for ET improvement, early termination schemes must not compromise performance in either of these metrics. 

	Samsung
	Evaluation metrics and criteria 
Performance: Target transport block error rate (BLER) [10-2 or 10-3]
Complexity
Latency
False Alarm Rate (FAR)
Total saved computational complexity ratio (TSCCR*) for early termination gain

	Rakuten Mobile, Inc
	Proposal 6: To evaluate channel coding for 6GR control channels, use the following metrics:
· BLER
· Note: to assess decoding accuracy under varying channel conditions. 
· FAR:
· Note: to assess detection reliability that is crucial for control signaling integrity. 
· Decoding Latency
· Note: to assess a feasibility for ultra-low latency applications. 
· Hardware Complexity
· Note: to assess implementation feasibility across device types by evaluating a combination of gate count, memory footprint, and power consumption. 
· Impact on Battery Life
· Note: to assess implementation feasibility for critical for low-power UEs, particularly in massive IoT environments.

	MediaTek Inc.
	Proposal: Consider following metric and methodology to facilitate early termination rate evaluation
· [bookmark: OLE_LINK194]Early termination rate: 
·  : payload size
· m : number of total data integrity check bits
· : the smallest number of decoded information bits (including data integrity check bits) when none of the candidates in the list can pass the current CRC check(s) after decoding  informations bits
· E[] is estimated under SCL with the assumption of list size=8 and pure AWGN noise is transmitted. 

Proposal: Consider following methodology to facilitate DCI RNTI false alarm evaluation.
· [bookmark: OLE_LINK142]Given a target UE , random payload with size K, aggregation level AL, and AWGN channel
· Alt1: Evaluate 
·  is the list of 8 candidates from SCL decoding
·  is the function that recovers the original unscrambled information sequence from a candidate  in the list and RNTI
· 
·  Evaluate 
·  is the list of 8 candidates from SCL decoding
·  is the function that recovers the original unscrambled information sequence from a candidate  in the list and 
·  are distinct and generated uniformly from all possible RNTI  for each DCI transmission
· 

	Apple
	Proposal 13: It is proposed to refine the FAR requirements by differentiating across categories based on their rarity and by restricting the requirements to operating SNR ranges corresponding to practical BLER levels.

	Qualcomm Incorporated
	Polar code design w/ lower decoding complexity/latency
To support 6G fast control decoding for larger bandwidth in new spectrum, etc, and improve gNB and UE energy efficiency, it may be desirable to study polar code enhancements to reduce the latency/complexity of the decoder (for both uplink and downlink).

	NTT DOCOMO, INC.
	Proposal 3
· RAN1 to clarify the following points in SID and make consensus
· Evaluation/analysis metrics for performance/complexity trade-off
· Performance
· At least, BLER/FAR are necessary to evaluate error correction performance
· Throughput is necessary to evaluate the degree of satisfaction of the requirement for peak data rate
· Decoding latency is necessary to evaluate the degree of satisfaction of the requirement for reliability/latency
· Complexity
· At least, applying computational complexity as one of the metrics for complexity is preferrable for us. Depending on how computational complexity is defined, computational complexity may provide a rough estimate of aspects such as energy consumption; however, it would not necessarily capture the actual implementation complexity sufficiently (if any, extra metrics can be needed).
· Meanwhile, it is desirable to have another complexity metric relevant to implementation aspects and energy consumption for fair comparison. 
Proposal 4
· Regarding the evaluation/analysis of “performance/complexity trade-off” for control channel coding, at least the following metrics should be considered
· Performance: BLER, FAR, decoding latency
· Complexity: computational complexity and complexity relevant to implementation aspects
Nevertheless, at least, it should be possible to use a single environment owned by a company to compare the complexity of multiple methods. Furthermore, it may be possible to define other quantitative or qualitative metrics for complexity relevant to implementation, which do not depend on the implementation environment, such as gate count. We would like to discuss how to proceed with the performance-complexity discussion while taking such implementation aspects into consideration.

Proposal 6
· RAN1 to discuss how to define complexity relevant to implementation aspects



Discussion
Round 1
Based on companies’ input, FL suggests to considering the following proposal.
FL1 Proposal 4.7.1-1-v1
Proposal 4.7.1-1-v1: For the evaluation of 6G control channel coding, at least the following metrics are considered
· BLER performance
· FAR
· Complexity
· Early termination 
· Wherein for the evaluation of FAR, the following cases are considered
· Input to a decoder is an AWGN noise 
· Input to a decoder is a random-QPSK signal + noise 
· Input to a decoder is an intended codeword + noise

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y or N
	These aspects had been discussed in 5G NR and would not be repeated in 6GR

	Xiaomi
	Y
	

	AccelerComm
	Y
	OK

	MTK
	Y
	In 5G, we only evaluate FAR from single UE perspective. However, as mentioned in our Tdoc, RNTI FAR from base station or multi-UE scenario should be studied in 6G. Therefore, we suggest to remove the last bullet on how to evaluate FAR before we have consensus on what type of FAR are studied.

· BLER performance
· FAR
· FFS details
· Complexity
· Early termination 
· Wherein for the evaluation of FAR, the following cases are considered
· Input to a decoder is an AWGN noise 
· Input to a decoder is a random-QPSK signal + noise 
· Input to a decoder is an intended codeword + noise


	Lenovo
	Y
	OK

	LGE
	
	BLER performance and complexity for DL/UL control channels. FAR/early termination for DL control channel.

	
	
	

	
	
	

	
	
	

	
	
	



FL1 Proposal 4.7.1-2-v1
Proposal 4.7.1-2-v1: For the evaluation of early termination of PDCCH decoding, early termination rate is considered.
FFS: how to define the early termination rate.

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	N
	Need to have the definition of early termination rate first.

	Xiaomi
	Y
	But can we have an established metric for early termination. MTK’s proposal in their paper seems reasonable.

	vivo
	
	The early termination rate can only reflect partly the real impact of the early termination, which is less meaningful from the UE perspective. Both early termination rate and more importantly the real resulted UE energy saving gain should be considered. Here is our suggested proposal:
For the evaluation of early termination of PDCCH decoding, early termination rate and the resulted UE power saving gain are considered.
FFS: how to define the early termination rate.


	AccelerComm
	Y
	Effectiveness of early termination should be considered for the case of SCL decoding, where early termination only happens if the CRC has failed for all L list entries.

	MTK
	Y
	Early termination is a critical aspect to consider in DCI design. The early termination benefit is not only shown in power saving, also decoding latency reduction.

	
	
	

	
	
	

	
	
	

	
	
	



FL1 Proposal 4.7.1-3-v1
Proposal 4.7.1-3-v1: For the evaluation of 6G control channel coding, study whether/how to evaluate DCI RNTI false alarm.

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	N
	There were discussed in 5G NR

	Xiaomi
	
	Ok for progress but our understanding is the whether wording implies we still need to identify whether issues exist firstly.

	AccelerComm
	Y
	But only if the RNTI false alarm rate requirements changed since 5G NR 

	MTK
	Y
	We support to study the DCI RNTI issue, which has not been discussed in 5G.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



4.7.2 Evaluation assumptions
Summary of inputs
Regarding the evaluation assumption for control channel coding, 9 companies (Nokia, ZTE, Xiaomi, CATT, Samsung, Rakuten Mobile, Ericsson, Apple, NTT DOCOMO) discussed the simulation parameters and values.
	Source
	Observation/Proposal

	Nokia
	[bookmark: _Toc210234421][bookmark: _Toc210234223]Proposal 12: For 6G polar codes evaluation, a baseline receiver should use successive cancellation list (SCL) decoding with a list size of  or  The key performance metrics for this evaluation are the overall and undetected error probabilities.

	Spreadtrum, UNISOC
	

	ZTE Corporation, Sanechips
	Proposal 17: The evaluation assumption in Table 8 can be considered as starting point.
Table 8: Evaluation assumption for Polar code
	Channel
	AWGN

	Modulation
	QPSK 

	Coding Scheme
	Polar code

	Code rate for UL
	1/12, 1/6, 1/3, 1/2, 2/3, 3/4, 5/6

	Coded bit length for DL
	108*[1,2,4,8,16]

	Decoding algorithm
	SCL decoding (L=8)

	Info. block length (bits w/o CRC)
	DL: 12:4:[140]
UL: 12:4:140, 140:4: 256, 264:8:512, 528:16: [2000]

	Performance metrics
	BLER, FAR 




	Xiaomi
	Proposal 2: For 6GR, channel coding evaluation shall be performed channel wise instead of scenario wise. 
· LDPC is the data channel candidate and the evaluation assumptions need to reflect the requirements for at least IC/hRLLC/MC
· Polar is the control channel candidate and the evaluation assumptions need to reflect the requirements for at least IC/hRLLC/MC  

· As per Proposal 2, only LDPC and Polar code assessment is needed.
· It is better to include 256QAM as well to have a comprehensive assessment of the 6GR supported MCS levels.  
· The BLER target for data channel includes additional  , which is a typical XR service reliability requirement.

Proposal 3: For 6GR, the following evaluation assumptions can be used to check whether the channel coding candidates fulfill the 6GR requirements.
· Evaluate the block error rate (BLER) performance versus SNR
	Evaluated Channel Type
Evaluation Assumption
	Data Channel
	Control Channel

	Modulation
	QPSK
	QPSK, 64 QAM, 256 QAM

	Coding Scheme
	LDPC
	Polar

	Code rate 
	1/12, 1/6, 1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
	1/12, 1/6, 1/5, 1/3

	Decoding algorithm**
	min-sum
	List decoding

	Info. block length*** (bits w/o CRC)
	20, 40,100, 200, 400, 600, 1000, 2000, 4000, 6000, 8000 
Optional(12K, 16K, 32K, 64K)

	Channel*
	AWGN

	* Fading channels will be simulated in the next stage
** These algorithms are starting points for further study. Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 
*** At least these info. block length and code rate shall be evaluated. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. 
Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis.


· General guidelines
· BLER simulations down to 10-1 , 10-3 is recommended (to observe the error floor) for IC/MC
· BLER simulations down to 10-4 is recommended (to observe the error floor) for hRLLC

	CATT
	[bookmark: _Ref205283077][bookmark: OLE_LINK175]Table 2: Simulation parameters
	K
	[248:16:488, 508:16:2012] + 11-bit CRC

	R
	0.12:0.02:0.4, 0.45:0.05:0.95

	modulation
	QPSK

	channel
	AWGN

	 Nmax
	1024(5G NR), 2048, 4096




	Samsung
	Simulation assumptions: Polar codes
· Evaluate the flexibility and block error rate (BLER) performance versus SNR
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	Polar code

	Code rate 
	1/6, 1/5, 1/3, 2/5, 1/2, 2/3, 3/4

	Decoding algorithm
	SCL decoding with list-8

	Info. block length (bits w/o CRC)
	DL: 10:10:1000
UL: 10:10:100, 100 : 100 : 2000



Evaluation metrics and criteria 
· Performance: Target transport block error rate (BLER) [10-2 or 10-3]
· Complexity
· Latency
· False Alarm Rate (FAR)
· Total saved computational complexity ratio (TSCCR*) for early termination gain
*TSCCR = 1- No. of information bits decoded with early termination / No. of information bits decoded without early termination

	Rakuten Mobile, Inc
	Proposal 8: To ensure consistency and relevance in assessing control channel coding schemes for 6GR, uses at least the following assumptions:
· Channel Models: Use TR 38.901 as baseline, with extensions for new frequency ranges, NTN, and ISAC scenarios based on RAN1 agreements. 
· Payload Sizes: Focus on small block lengths [of two ranges <11 bits and 12-100 bits], typical for DCI, UCI, and PBCH payloads. 
· Code Rates: Evaluate across low to moderate code rates to reflect control channel characteristics.
· HARQ Scheme: Assume non-adaptive HARQ where applicable.
· Decoding Algorithms: Specify decoding method (e.g., SCL, BP), including number of iterations and list size.
· Control Channel Types: Include representative channels such as PDCCH-like, PUCCH-like, and PBCH-like formats.
Proposal 9: To rigorously evaluate candidate coding schemes for 6GR control channels, use to the following evaluation methodology:
· Link-Level Simulations:
· To measure BLER and FAR under varied channel conditions. 
· Complexity Analysis: 
· To assess hardware complexity in terms of gate count, memory usage, and power consumption.
· Latency Evaluation:
· To assess decoding latency in clock cycles or microseconds, especially for ultra-low latency scenarios.
· Implementation Feasibility:
· To evaluate decoding algorithm efficiency and scalability for real-time deployment.


	Ericsson
	Proposal 7	The evaluation assumption of polar codes for control information should consider the following: 
Not all combinations of info block lengths and code rates/QAM are valid or need optimization, e.g. in NR, 1706 bits is intended for rate ~5/6, not low code rates, 1706 = 1024 5/6 (code rate)  2 (segments).

	Apple
	
Table 1: Simulation assumptions for control channel
	Parameters
	Values or assumptions

	Channel
	AWGN

	Modulation
	QPSK, 16 QAM, 64 QAM

	Coding Scheme
	Reed Muller, Polar

	Code rate
	1/12, 1/6, 1/3, 1/2, 2/3

	Decoding algorithm
	CA-SCL with path metric monitoring

	Info. block length (w/o CRC) 
	4, 8, 16, 32, 48, 64, 80, 120, 200, 400, 1000, 2000, 4000



Proposal 12: It is proposed to define the evaluation and decoder assumptions, based on Tables 1 and 2. 


	NTT DOCOMO, INC.
	Proposal 7
· RAN1 to define the simulation assumptions, simulation methodologies and the equations for analysis


Discussion
Round 1
Companies’ views about evaluation assumptions for 6G control channel coding are summarized as follows.
	Channel
	· AWGN: ZTE, Xiaomi, Apple, CATT

	Modulation
	· QPSK: ZTE, Xiaomi, Apple
· 16QAM: Apple
· 64QAM: Xiaomi, Apple
· 256QAM: Xiaomi

	Coding Scheme
	· Polar code: ZTE, Apple
· RM code: Apple

	Code rate for UL
	· 1/12, 1/6, 1/3, 1/2, 2/3, 3/4, 5/6: ZTE
· 1/12, 1/6, 1/3: Xiaomi
· 1/12, 1/6, 1/3, 1/2, 2/3, 3/4: Samsung
· 1/12, 1/6, 1/3, 1/2, 2/3: Apple

	Coded bit length for DL
	· 108*[1,2,4,8,16]: ZTE

	Decoding algorithm
	· SCL decoding (L=8): ZTE, Samsung
· List decoding: Xiaomi

	Info. block length (bits w/o CRC)
	· ZTE:
· DL: 12:4:[140]
· UL: 12:4:140, 140:4: 256, 264:8:512, 528:16: [2000] 
· Xiaomi:
· 20, 40,100, 200, 400, 600, 1000, 2000, 4000, 6000, 8000 
Optional (12K, 16K, 32K, 64K)
· Samsung
· DL: 10:10:1000
· UL: 10:10:100, 100:100: 2000
· Apple:
· 4, 8, 16, 32, 48, 64, 80, 120, 200, 400, 1000, 2000, 4000

	Target BLER
	· 10-2 or 10-3: Samsung



FL observes that the main divergence among companies’ proposals on evaluation assumptions is code rate and information block size. As a starting point, the FL proposal presented at RAN1#122 can be used, with updates to the upper bound and number of encoded bits for DL, determined by the aggregation levels.
Companies’ proposal about 6G control channel coding design includes control channel coding scheme and control channel coding chain enhancement, as described in Subclause 3.1 and Subclause 3.2, respectively. The evaluation assumption can be separately discussed since different aspects are considered.
For the evaluation of control channel coding chain enhancement, fading channel and more modulation orders need to be considered.
Therefore, the FL proposals about evaluation assumptions are as follows.
FL1 Proposal 4.7.2-1-v1
Proposal 4.7.2-1-v1: For the evaluation of 6G control coding scheme, the following evaluation assumption is considered as starting point.
	Channel
	AWGN

	Modulation
	QPSK

	Code rate for UL
	1/12, 1/6, 1/3, 1/2, 2/3,3/4, 5/6

	Coded bit length for DL
	108*[1,2,4,8,16]

	Decoding algorithm
	SCL decoding (list size=8)

	Info. block length (bits w/o CRC)
	UL: 3:1:11, 12:4: 256, 264:8:512, 528:16: [2000]
DL: 12:4: [200]



Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	OK

	Xiaomi
	Y
	We don’t think 2000 is reasonable for UCI, 200 also needs further checking. Rather than putting the numbers in brackets, better approach is leaving the numbers to companies’ report.

	AccelerComm
	Y
	Should CRC-aided SCL decoding (with 3 CRC bits used to improve BLER) be used for evaluations? If I remember correctly, this was the baseline for the standardisation of 5G NR.

	MTK
	Y
	At least for UCI, we have proposal on performance enhancement under high order QAM. Therefore, we suggest to add other high order QAM in addition to QPSK 

	Lenovo
	Y
	Agree with the proposal

	
	
	



FL1 Proposal 4.7.2-2-v1
Proposal 4.7.2-2-v1: For the evaluation of 6G control channel coding chain enhancement, consider at least the following aspects:
· Channel type: AWGN, fading channel
· [bookmark: _GoBack]FFS details of fading channel configurations
· Modulation order: QPSK, 16QAM, 64QAM, 256QAM, 1024QAM
· Channel estimation: Realistic 
· FFS other details, e.g., Tx/Rx antenna setting, MIMO setting

Please provide your comments as below.
	Company
	Y/N
	Comments

	CATT
	Y
	OK

	Xiaomi
	Y
	

	AccelerComm
	Y
	1024QAM is a big departure from the QPSK used for control channels in 5G NR. Can we assume such high SNRs for control channels?

	Lenovo
	Y
	 Agree

	LGE
	
	AWGN/QPSK should be prioritized. 

	
	
	



5 Proposals for offline discussions
5.1 Proposals for xx Offline



6 Agreements in RAN1#122
Data channel
For 6GR data channel coding, 
· Evaluations can be provided in form of BLER results.
· Evaluation/analysis on throughput, complexity, and decoding latency can be provided 
· Other metrics are not precluded.
· Proponent companies to provide their target scenarios and requirements, evaluation assumptions and methodologies for respective evaluation/analysis, e.g., decoding algorithm and details, information sizes, code rates, HARQ scheme, channel type, modulation order, target BLER, etc.
· Proponent companies to provide details of channel coding extension compared with NR channel coding.
· Proponent companies to provide justification for the channel coding extension, and how to satisfy 6G requirements and characteristics with acceptable performance/complexity trade-off, compared with data channel codes as defined in 5G NR.
Control channel
For 6GR control channel coding, 
· Evaluations can be provided in form of BLER and FAR results. 
· Evaluations/analysis can be provided for complexity, decoding latency, 
· Other metrics are not precluded.
· Proponent companies to provide evaluation assumptions and methodologies for respective evaluation. 
· Proponent companies to provide details of channel coding extension compared with NR channel coding 
· Proponent companies to provide justification for the channel coding extension, compared with control channel codes as defined in 5G NR.
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Annex A: SID objectives 
------------------------------------------------------------------omitted------------------------------------------------------------------
(2) Physical Layer structure for 6GR, 
0. Waveforms (OFDM-based) and modulations. 5G NR Waveforms and modulation should be considered for 6GR and is also the benchmark for other potential proposals. [RAN1, RAN4]
0. Frame structure, including compatibility with 5G NR to allow for efficient 5G-6G Multi-RAT Spectrum Sharing (MRSS). [RAN1]
0. Channel coding, using LDPC and Polar Code as baseline, considering applicable extensions to satisfy 6G requirements and characteristics with acceptable performance/complexity trade-off [RAN1]
0. Channel Bandwidth (at least minimum and maximum), Numerology, avoiding multiple numerologies for the same band / sub-range (e.g., enabling synergies among frequency bands in the ~7GHz range) [RAN1, RAN4]
0. Physical layer control, data scheduling and HARQ operation [RAN1, RAN2]
0. MIMO operation [RAN1, RAN4]
0. Duplexing [RAN1, RAN4] 
0. Initial access [RAN1, RAN2, RAN4]
0. Studies on synchronization signal and raster, broadcast signals/channel and physical random access channel [RAN1, RAN4]
0. Studies on initial access procedure, random access procedures, system information and paging [RAN2, RAN1, RAN4]   
0. 6GR spectrum utilization and aggregation.  [RAN1, RAN2, RAN4]
0. Other physical layer signals, channels and procedures [RAN1, RAN2, RAN4]
0. Evaluate performance of at least energy efficiency, spectrum efficiency, and coverage compared to 5G NR, and deliver the initial result at the end of study [RAN1].
10. RAN4 can be involved, if necessary, based on the LS from RAN1

------------------------------------------------------------------omitted------------------------------------------------------------------
Interim results shall be delivered as per the milestones below, in coordination with the RAN Plenary 6G Study [RP-250810].
TSG#112 (June/2026): 
RAN1 to provide interim assessment on the following areas:
· Waveform, modulation, channel coding: scope of enhancements beyond NR baseline ((2) a, c)
· Channel bandwidth (min and max), frame structure, numerology ((2) b, d)
· Basic sync signal structure and associated periodicity(ies) ((2) h) 
For objectives where RAN4 may be impacted, RAN1 shall coordinate with RAN4 early to enable the above assessment by June 2026.
RAN3 to provide interim study results to allow TSGs to make a decision on:
· RAN-CN interface: P2P vs SBI
· RAN internal interfaces: CU-DU split, CP-UP split.
RAN plenary to make a decision on additional 6G-6G aggregation beyond 6G CA: 6G-6G DC. RAN plenary will task relevant RAN WGs for any specific technical analysis, as needed.
NOTE: It is planned to decide on Release-21 timeline in June/2026.
------------------------------------------------------------------omitted------------------------------------------------------------------
Annex B: TPRs for IMT-2030 radio interface(s)


	Proposed TPR items
	Proposed requirement values

	1. Peak Data Rate
	

	2. Peak Spectral Efficiency 
	2x of IMT-2020

	3. 5th percentile user data rate
	-	DL: 3x of IMT-2020
-	UL: 50Mbps
3GPP RAN agreed to use system level simulation for the evaluation of UL 5th percentile user data rate with no bandwidth scaling taking UE maximum output power into account. 

	4. [bookmark: _Hlk200387693]5th percentile user Spectral Efficiency 
	Indoor hotspot-IC/Dense urban-IC/Rural-IC: 
· 3x of IMT-2020 for DL
· 3x of IMT-2020 for UL
Assuming 7GHz with:
· BS: up to 1024 elements
· UE:
· 4Rx or 6Rx or 8Rx
· 20MHz UE transmission bandwidth in simulation
Form factor (e.g. number of UE antennas) and other operational considerations may limit the performance.

	5. Average Spectral Efficiency 
	Indoor hotspot-IC/Dense urban-IC/Rural-IC: 
· 3x of IMT-2020 for DL
· 3x of IMT-2020 for UL
Assuming 7GHz with:
· BS: up to 1024 elements
· UE: 4Rx or 6Rx or 8Rx
Form factor (e.g. number of UE antennas) and other operational considerations may limit the performance.

	6. Energy Efficiency for sustainability
	· Network and UE Energy efficiency in unloaded case compared to fully loaded case is evaluated analytically using power models.
· Network and UE Energy efficiency in partial loaded case(s) are evaluated via simulation using power models
· FFS on the load cases for evaluation, e.g. low load (0%-15%) , light load (15%-30%) and/or medium load (30%-50%)
· 3GPP recommends to not define a targe value for energy efficiency, means that proponent has to report achievable energy efficiency.

	7. Area Traffic Capacity
	4x of IMT-2020 for indoor hotspot-IC

	8. User Plane Latency
	IC: 4ms
HRLLC: 1ms

	9. Control Plane Latency
	20ms

	10. Connection Density
	10⁶ (devices/km2) for massive communication

	11. Reliability
	1-10-5 with same IMT-2020 assumptions

	12. Mobility
	Indoor Hotspot-IC:
[bookmark: OLE_LINK15]2.25 (bit/s/Hz) @10 km/h

Dense Urban- IC:
1.68 (bit/s/Hz) @30 km/h

Rural-IC: 1.1~1.5 x of IMT-2020
0.88~1.2 (bit/s/Hz)@120 km/h
0.495~0.675 (bit/s/Hz) @500 km/h

NOTE1: Maximum velocity is up to 1000/1200km/h. Do not set spectrum efficiency target for this velocity for ITU TPRs.


	13. Mobility Interruption Time
	Mobility interruption time shall be sufficiently minimized to support a seamless application performance. The minimum requirement for mobility interruption time is 0 ms at least for mobility between TRxPs of a single base station. The proponent can report the Mobility interruption time in other scenarios, where applicable.

	14. Bandwidth 
	400MHz (same definition as IMT-2020)

	15. Positioning 
	· Quantitative TPR
· Define requirements for both outdoor and indoor scenarios
· Usage scenario: ISAC

	16. Sensing-related capabilities 
	

	17. AI-related capabilities
	Qualitative TPR

	18. Joint/composite requirement
	· Applicable usage scenario: immersive communication
· The composite requirement refers to simultaneously satisfying data rate, latency, packet success probability, and the number of users per TRxP.
· This requirement is defined as the number of users per TRxP of which at least 90% are satisfied, where each satisfied user achieves the required packet success probability of transmitting a layer 2/3 packet within a required latency.
· [bookmark: OLE_LINK74]Define the composite requirement as following
	Test environment
	Data rate (Mbits/s)
	Latency 
(ms)
	Packet success probability
	Number of users (TRxP)

	
	
	
	
	

	Dense Urban - Immersive Communication
	DL = 30 Mbps/UL=10 Mbps
	DL=10 ms / UL=30 ms (or DL+UL total 40 ms)
	99%
	6




	19. Resilience
	Qualitative TPR



Annex C: RAN1 agreements for 6G channel coding
Chairman guidance in RAN1#122
Data channel
For 6GR data channel coding, 
· Evaluations can be provided in form of BLER results.
· Evaluation/analysis on throughput, complexity, and decoding latency can be provided 
· Other metrics are not precluded.
· Proponent companies to provide their target scenarios and requirements, evaluation assumptions and methodologies for respective evaluation/analysis, e.g., decoding algorithm and details, information sizes, code rates, HARQ scheme, channel type, modulation order, target BLER, etc.
· Proponent companies to provide details of channel coding extension compared with NR channel coding.
· Proponent companies to provide justification for the channel coding extension, and how to satisfy 6G requirements and characteristics with acceptable performance/complexity trade-off, compared with data channel codes as defined in 5G NR.
Control channel
For 6GR control channel coding, 
· Evaluations can be provided in form of BLER and FAR results. 
· Evaluations/analysis can be provided for complexity, decoding latency, 
· Other metrics are not precluded.
· Proponent companies to provide evaluation assumptions and methodologies for respective evaluation. 
· Proponent companies to provide details of channel coding extension compared with NR channel coding 
· Proponent companies to provide justification for the channel coding extension, compared with control channel codes as defined in 5G NR.

Annex D: RAN1 agreements for 5G channel coding
Agreements in RAN1#90
Agreement on next steps: 
· By the Sept NR adhoc, companies are requested to evaluate exhaustively the FAR of the above working assumption to identify any potential FAR problems (i.e. below 1.5 x 2^-21 with 100 events):
· For evaluation purposes, assume max DCI payload size = 140
· Check for all values of K with granularity of 4 from 16 to 100, and granularity of 20 up to 140.
· Check for M values 96, 192, 384, 768 (with repetition for 768)
· Not including combinations of K and M that would give R < 1/8 or greater than 5/6
· Priority will be given to R<=2/3
In this contribution, we evaluate the FAR performance according to the working assumption and the agreed next steps.

Agreements in RAN1#91
Agreement:
The agreed coding scheme for UCI is applicable for UCI payloads up to at least (5/6)*(2048).
Agreement:
For encoding of DCI, Kmax = 140
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